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Abstract

This paper is an overview of existing applications of Linear Logic (LL) to issues of computation. After a substantial introduction to LL, it discusses the implications of LL to functional programming, logic programming, concurrent and object-oriented programming and some other applications of LL, like semantics of negation in LP, non-monotonic issues in AI planning, etc. Although the overview covers pretty much the state-of-the-art in this area, by necessity many of the works are only mentioned and referenced, but not discussed in any considerable detail. The paper does not presuppose any previous exposition to LL, and is addressed more to computer scientists (probably with a theoretical inclination) than to logicians. The paper contains over 140 references, of which some 80 are about applications of LL.

1 Linear Logic

Linear Logic (LL) was introduced in 1987 by Girard [62]. From the very beginning it was recognized as relevant to issues of computation (especially concurrency and state change), an evidence of which is that the paper appeared not in a journal of logic, but in Theoretical Computer Science. Also, it was recognized as a novel and important contribution: it was allotted a whole issue of the journal (about 100 pages) and was published with the following caveat “We warn the reader that because of the length and novelty of this paper, it was not passed through the normal review process”.

The paper is organized as follows: this section provides an introduction to LL (no previous exposure to LL is needed). For other short introductions to LL, including intuitive motivations and full presentation of the sequent system, see e.g. [109, 148, 154]. A very complete yet brief reference of LL theory is [136]. Unfortunately it is in Japanese, but one can still read the formulas. No references are included.

Subsequent sections discuss in turn applications of LL in various areas of computing: functional programming, logic programming, concurrent and object-oriented programming, deductive planning.

A comprehensive (although somewhat out of date) coverage of both proof theory and semantics of LL is provided in the book by Anne Troelstra [151] (well-written and easy to read; above all the only book on LL to date), and a good book on proof-theoretical issues and their computational interpretation is Proofs and Types [73]. A WWW page about LL is maintained by Lincoln, http://www.csl.sri.com/linear/sri-csl-ll.html.


††Last revision September 1994
1.1 Formulas as Resources

Classical Logic (CL) is not well suited for reasoning about a dynamic world, because it was not designed for such a task. The methodological setting of CL is “Platonic”: there is an external (ideal or real) static world, and logical formulas try to describe and mirror it. Formulas are interpreted as eternal truth values which, once established, last forever and can be used again and again in derivations of other formulas. This is the ultimate source of a number of problems with the application of CL in areas which need the notion of state or non-monotonicity. Girard refers very critically to the existing approaches, using expressions like:

The continuing shame referred to as The Frame Problem...[65]

...Reiter’s Default Logic, better called “Deficient Logic”, because it has been long known that procedures based on the impossibility to prove a formula cannot possibly be efficient. [65]

The consideration [in non-monotonic logics] of weird classical models definitely cuts the bridge with formal systems but also with informal reasoning. [70]

Although clearly outspoken, these claims are not without a justification. The two main problems with most extensions of CL are:

- The addition of “non-logical” inference rules usually spoils the proof theory of the formalism. To the contrary, LL has a clean proof theory which actually serves as the basis of its applications to computation.

- Since these formalisms simply extend CL, without addressing the problem of the staticity of CL, they end up reasoning about successive changed states of whole theories, which usually makes them computationally infeasible. So the best they can serve is as descriptive formalisms, rather than actually programmable approaches.

In LL formulas are treated as resources which are produced and consumed. Every formula should be used exactly once in a derivation: neither duplication (reuse) nor discarding formulas is permitted. As Phil Wadler describes it vividly,

LL is a logic for the 90s. If you lean to the right, view it as a logic of realistic accounting: no more free assumptions. If you lean to the left, view it as an eco-logic: resources must be conserved. [154]

The technical means by which this is achieved is that two of the “structural” rules of CL

\[
\frac{\Gamma, \varphi, \psi \vdash \Delta}{\Gamma, \varphi \vdash \Delta} \quad \text{Contraction} \quad \frac{\Gamma \vdash \Delta}{\Gamma, \varphi \vdash \Delta} \quad \text{Weakening}
\]

are abolished (thus sometimes LL is referred to as a “substructural logic”). Under a bottom-up reading (corresponding to goal-directed proof search), these rules correspond to duplication and discarding of formulas respectively. While in CL sequents are composed of “expandable” sets of formulas (meaning that any formula can be added and that duplicates are merged), in LL sequents are composed of multisets of formulas, i.e. the number of occurrences does matter. Since the third structural rule

\[
\frac{\Gamma_1, \varphi, \psi, \Gamma_2 \vdash \Delta}{\Gamma_1, \psi, \varphi, \Gamma_2 \vdash \Delta} \quad \text{Exchange}
\]

is retained, the order of formulas does not matter. However there exists Non-Commutative LL [5, 4, 155] (still rather young) which also abolishes Exchange and in which sequents are composed of sequences of formulas. Even more exotic varieties exist, e.g. Cyclic LL (with applications to Quantum Mechanics) [155], in which only cyclic rotations of the formulas are allowed.

LL is a refinement of CL which revises the very foundation of the logic. This is appealing compared to most existing approaches which extend CL with additional constructs (multiple worlds, additional non-logical inference rules, etc), because it seems less probable to adapt an unsuitable formalism by extension.
than by revision. However the seemingly simple revisions which LL introduces (abolition of the structural rules) lead to radical changes of the logic, which make it more complex and which are described below.

It should not be unexpected that conjunction and disjunction cease to be idempotent (indeed idempotence is incompatible with our goal to regard formulas as resources). Further, LL introduces two kinds of connectives, *multiplicative* and *additive*, none of which is quite the same as the classical connectives (although additives are idempotent). (The names come from a semantic theory of LL (coherence spaces), where multiplicatives are modeled by the Cartesian product of the two operands, while additives are modeled by the direct sum (disjoint union).) The connectives are shown below, together with their names and neutral (identity) elements (e.g. $\varphi \otimes 1 = \varphi$).

<table>
<thead>
<tr>
<th></th>
<th>multiplicative</th>
<th>additive</th>
<th>exponential</th>
</tr>
</thead>
<tbody>
<tr>
<td>conjunction</td>
<td>$\otimes$ times, 1</td>
<td>$&amp;$ with, $\top$</td>
<td>$!$ ofCourse</td>
</tr>
<tr>
<td>disjunction</td>
<td>$\varnothing$ par, $\bot$</td>
<td>$\oplus$ plus, $0$</td>
<td>$?$ whyNot</td>
</tr>
<tr>
<td>implication</td>
<td>$\rightarrow$ lollipop</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes:

1. The symbol $\varnothing$ above is supposed to look like an upside-down ampersand.

2. Exponentials are explained below.

3. LL has also quantifiers $\forall$ and $\exists$, which are pretty much the same as in CL.

4. In my opinion, it is unfortunate that Girard has chosen the above notation, because one would expect that dual connectives will have similar symbols, which is not the case (his reasons were that $\otimes$ distributes over $\oplus$, which gives the nicely looking $(\varphi \oplus \psi) \otimes \xi = (\varphi \otimes \xi) \oplus (\psi \otimes \xi)$). Troelstra in [151] proposes the alternative notation

<table>
<thead>
<tr>
<th></th>
<th>multiplicative</th>
<th>additive</th>
</tr>
</thead>
<tbody>
<tr>
<td>conjunction</td>
<td>$&amp; 1$</td>
<td>$&amp; \top$</td>
</tr>
<tr>
<td>disjunction</td>
<td>$\lor 0$</td>
<td>$\lor \bot$</td>
</tr>
</tbody>
</table>

which however hasn’t enjoyed wide popularity.

The distinction multiplicative/additive stems from the fact that when sequents are multisets, inference rules can involve sharing of contexts (the passive formulas in the rule) in various degrees (in CL, *Weakening* and *Contraction* do not leave the possibility for such distinctions). LL considers two modes of sharing:

- No sharing at all: contexts are completely separate and are concatenated in the conclusion. This corresponds to multiplicatives, which in [73, Appendix B] are also called “cumulative” connectives. Relevantists call similar connectives “intensional”, and Avron in [26] calls them “internal” because they correspond to the commas inside a sequent.

\[
\frac{\Gamma_1, \varphi, \Delta_1 \vdash \varphi, \psi, \Delta_2, \otimes \mathcal{R}}{\Gamma_1, \Gamma_2 \vdash \varphi \otimes \psi, \Delta_1, \Delta_2} \quad \frac{\Gamma_1, \varphi \vdash \Delta_1 \quad \Gamma_2, \psi \vdash \Delta_2 \quad \vartheta \mathcal{L}}{\Gamma_1, \Gamma_2, \varphi, \psi \vdash \Delta_1, \Delta_2}
\]

- Complete sharing: contexts are required to be the same. This corresponds to additives, which are also called “identifying”, “extensional” or “combining” connectives.

\[
\frac{\Gamma \vdash \varphi, \Delta \quad \Gamma \vdash \varphi, \psi, \Delta \quad \mathcal{R}}{\Gamma \vdash \varphi \& \psi, \Delta} \quad \frac{\Gamma, \varphi \vdash \Delta \quad \Gamma, \psi \vdash \Delta \quad \mathcal{L}}{\Gamma, \varphi \oplus \psi \vdash \Delta}
\]

Please note that in CL the above multiplicative/additive rules are equivalent (derivable from one another) because sequents are “expandable” sets.
The comma (multiset union) in sequents is multiplicative and is interpreted as conjunction on the left and as disjunction on the right. Linear implication is the internalisation of entailment in the sequent calculus, thus \( \Gamma \vdash \Delta \text{ iff } (\vdash \Delta) \rightarrow (\psi \Delta) \). In terms of inference rules,

\[
\frac{\Gamma, \varphi, \psi \vdash \Delta}{\Gamma, \varphi \otimes \psi \vdash \Delta} \quad \frac{\Gamma \vdash \varphi, \psi, \Delta}{\Gamma \vdash \varphi \psi, \Delta} \quad \varphi R
\]

To complete the collection, there are a couple more rules for the additives:

\[
\frac{\Gamma, \varphi \Delta}{\Gamma, \varphi \Delta} \quad \frac{\Gamma \varphi \Delta}{\Gamma \varphi \Delta} \quad \frac{\Gamma \vdash \varphi, \Delta}{\Gamma \varphi \Delta} \quad \frac{\Gamma \varphi \Delta}{\Gamma \varphi \Delta} \quad \varphi R
\]

The intuitive meaning of the connectives introduced so far is: \( \varphi \otimes \psi \) means to have both data \( \varphi \) and \( \psi \); \( \varphi \& \psi \) means to have a choice between \( \varphi \) and \( \psi \) (observe in \& \( \Delta \) and \& \( \Delta \) that if we can prove \( \Gamma, \varphi \Delta \) or \( \Gamma, \psi \Delta \), we can pick the corresponding rule and prove \( \Gamma, \varphi \& \psi \Delta \); \( \varphi \oplus \psi \) means we have one of \( \varphi \) and \( \psi \), but the choice is external (in \( \oplus \), \( \Delta \), we have to ensure we can prove both \( \Gamma, \varphi \) \( \Delta \) and \( \Gamma, \psi \Delta \) because the choice is not ours); \( \varphi \rightarrow \psi \) means that the datum \( \varphi \) is consumed (used exactly once) to produce the datum \( \psi \).

### 1.2 Negation

Linear negation is denoted \((\cdot)\). It is introduced syntactically, starting from a set of propositional letters \( \{p, q, \ldots\} \) and their negations \( \{p, q, \ldots\} \) and defining negations of complex formulas by DeMorgan's dualities, \((\varphi \otimes \psi) = \varphi \check{\varphi} \check{\psi} \ldots \) As usual, implication can be defined through negation and (multiplicative) disjunction, \( \varphi \rightarrow \psi = \varphi \check{\psi} \check{\psi} \), and regarded as shortcut notation. Unlike Negation As Failure in logic programming, linear negation is involutive \((\varphi \updownarrow = \varphi)\). Yet unlike classical negation, linear negation is constructive. This is possible because linear negation does not impose an isomorphism on a semantic structure for LL (while double negation is certainly an isomorphism). In the usual models of CL, Boolean lattices, negation corresponds to turning the lattice upside down and imposes an isomorphism. Because of the involutiveness of negation, sometimes LL is presented in a one-sided (usually right-sided) sequent calculus, transforming \( \Gamma \vdash \Delta \) to \( \Gamma \updownarrow \), \( \Delta \). This approach reduces in half the number of rules needed.

### 1.3 Exponentials

LL does not abolish Weakening and Contraction altogether, because this would render the logic too weak. Instead, their use is reintroduced in a "controlled environment" by explicitly marking the formulas for which Weakening and Contraction are applicable. Two unary connectives are introduced, ofCourse ! and whyNot ?. They are called exponential connectives, modalities, or storage operators and are dual to each other. ! is used for assumptions (antecedents in a sequent; resources) and ? is used for conclusions (succedents; results). The inference rules for ! are

\[
\frac{\Gamma, !\varphi \Delta}{\Gamma, !\varphi \Delta} \quad \frac{\Gamma \vdash \Delta}{\Gamma, !\varphi \Delta} \quad \frac{\Gamma, \varphi \Delta}{\Gamma, !\varphi \varphi \Delta} \quad \frac{\Gamma \vdash \Delta}{\Gamma, !\varphi \Delta}
\]

(\(!\Gamma \text{ and } \Delta \text{ in Promotion mean that every formula in } \Gamma \text{ and } \Delta \text{ is exponential.})

Linear (non-exponential) formulas are similar to tokens in a dataflow machine or signals over an electric wire: they are created and immediately consumed. An exponential formula corresponds to a datum stored in memory. With this interpretation (and with a bottom-up reading), the first three rules above can be

\footnote{de Paiva considers non-involutive negation in \[51, 52\].}
thought of as the actions of duplication, discarding and reading respectively. Promotion corresponds to storing a datum which is produced only from stored data (the \( ? \) before \( \Delta \) play the role of \( ! \) for formulas on the right side, which is justified by the duality of \( ? \) and \( ! \)). It can be proved that

\[
!\varphi = 1 \& \varphi \& (!\varphi \& !\varphi)
\]

so indeed the three things one can do with a stored datum are to discard it \((1)\), to use \((\text{read})\) it \((\varphi)\) or to duplicate it \((!\varphi \& !\varphi)\), and the choice is ours.\(^2\)

1.4 Proof Theory

In CL the process of deduction is only a means to establishing truth and has no importance by itself. Therefore proofs are not regarded as “first-class citizens”. This has adverse consequences for the computational interpretations of CL, both for automatic proof search and for its use as a programming language. So CL is not very constructive. A number of approaches to make CL more constructive exist, based on both philosophical and computational grounds.

- An easy way to make CL more tractable is to consider a limited fragment of it. The most important example of this are Horn clauses and resolution. However this reduces the expressive power of logic, which may be unacceptable for certain applications. Attempts to restore the expressive power are disjunctive logic programs, programs with negation, etc.

- The traditional approach stemming from the desire to make mathematics more constructive is intuitionism. In this approach, proofs are considered as effective functions from the assumptions to the conclusion. This approach has important applications in Functional Programming through the Curry-Howard isomorphism (see Section 2). There exists Intuitionistic LL in which only one formula is allowed in the right-hand side of a sequent.

- A number of other substructural logics have been studied, for example affine (direct) logic (no Contraction), relevance (pertinent) logic (no Weakening) BCK logic, etc. (for references see e.g. [58]). Relevance logic has stemmed from the desire to exclude vacuous uses of implication (e.g. “If \( \pi \) is 3 then I am a tzar” is a true, but vacuous sentence). Since discarding of assumptions is not allowed, only relevant entailments are provable.

LL has a rich and very well-developed proof theory. Furthermore, its proof theory is applied directly for obtaining computational interpretations of the logic, unlike the case with CL, where the proof theory is largely “external” to the logic. One problem with proof search in general is that not only there are very many ways of proving the same proposition, but also that many of these proofs differ only in inessential details, like the exact order of rule applications. Technically speaking, proofs possess rich symmetries and permutabilities. These permutabilities need to be discovered and exploited, because otherwise the search space gets unmanageably large and a program may spend years generating variants which are essentially the same. Girard speaks of “the bureaucracy of taxonomy”, having in mind that all these different ways of saying the same thing, if not taken care of, can get over and render a logic programming system unusable.

A number of features of LL have positive implications to the proof search process. One is that its richer suite of connectives conveys better the intended usage of formulas. To a certain extent, the proof is encoded directly in the formula to be proved. Andreoli and Pareschi [12, p.27 ff] speak of “syntax-directed proof search”.

\(^2\)As pointed out to me by Mart-Oliet, more precisely the equality symbol above should be replaced by \( \circ \circ \) (linear implication in both directions). He says “there is no notion of equality in LL. It is true that a double linear implication can be proved, but double implication is not the same as equality. … As I think Girard himself says in one of his papers, the rules for the modalities do not determine them completely.”
Another is that LL possesses the very desirable \textit{Cut Elimination} property. The deduction rule \textit{Cut} (not to be confused with \textsc{Prolog}'s !) is formulated in either of the following two forms

\[
\frac{\Gamma_1 \vdash A_2 \varphi \quad \varphi, \Gamma_2 \vdash A_2}{\Gamma_1, \Gamma_2 \vdash A_1, A_2} \text{Cut} \quad \text{(or)} \quad \frac{\Gamma_1 \vdash A_1 \varphi \quad \Gamma_2 \vdash A_2, \varphi^\perp}{\Gamma_1, \Gamma_2 \vdash A_1, A_2, \varphi^\perp}
\]

Cut elimination states that any proof using \textit{Cut} can be transformed to one which does not use it (so \textit{Cut} need not be present in the logic, but can be adopted as a derived rule). (Note: this holds only if there are no additional non-logical axioms. In the presence of non-logical (proper) axioms, \textit{e.g.}, the predicate definitions in a logic program, an analogous property states that \textit{Cut} can be pushed all the way up to the leaves of the proof tree where one of its premises is a proper axiom.) Cut elimination for LL has been proved by Girard \cite{gi62,gi73} by largely the same method as Gentzen’s \textit{Hauptsatz} which proves it for CL.

Cut elimination is important both for reducing the space of proofs (only cut-free proofs will be searched for, see Section 3), and because the process of cut elimination (proof normalization) can be regarded as computation in a term rewriting system (Section 2). Logics which do not possess this property (not to mention systems contaminated with non-logical inference rules, in which it may be even impossible to formulate it) forfeit these possibilities.

Closely related is the \textit{Subformula property} which says that if a formula is provable, there exists a proof for it in which all formula occurrence are subformulas of the conclusion (and the assumptions, if any). It is obviously useful for proof search, because it limits the set of formulas to be tried.

A construction which largely avoids the “bureaucracy of taxonomy” are \textit{Proof Nets} (for some of the developments see \cite{de72,gi70,gi72,gi77,gi78,gi80,gi85}, for a generalization see \cite{gi90}). Proof nets were invented by Girard for LL, but they are not that peculiar to LL and can hopefully be adapted for other logics as well. A proof net is a graph with nodes marked by formulas (not sequents) and edges linking the premises of a rule occurrence to the conclusion. These links are directed, which is usually represented by placing the conclusion below the premises. All nodes without outgoing (downward) edges are the conclusions of the net, so a derivation can have more than one conclusion (of course, they can be gathered together by \(\varphi\)). There are also \textit{axiom links} connecting \(p\) and \(p^\perp\), corresponding to axiom sequents \(\vdash p, p^\perp\), which are not directed.

Some of the order (sequentiality) in the presentation of a proof is unavoidable; for example two introduction rules enlarging the same formula come necessarily in a particular order. But conventional proof trees introduce in addition lots of inessential sequentiality (though not that much as a linear presentation of the proof would do), because two introductions in the same branch of the tree have to be assigned a certain order, no matter whether they operate on the same formula or not (in other words, whether the order is essential or not). This is not the case with proof nets, because multiple conclusions are allowed and because the dual propositions in an axiom need not be stuck together in the same node (sequent), but only need to be connected by an axiom link, which itself is undirected. Girard says “Proof nets are well-developed and work perfectly for the multiplicative fragment; work for full LL is underway.” Some developments for the quantifiers are in \cite{gi64,gi69}.

Proof-theoretic considerations have inspired Girard to formulate a programme called \textit{Geometry of Interaction} \cite{gi65,gi66,gi67,gi03}. Briefly stated, it is the desire to obtain a good formalization of concurrency, analogously to what \(\lambda\)-calculus has achieved for sequential computation. The introduction of unnecessary sequentialization should be avoided when possible. Girard was not perfectly happy with denotational semantics, because it describes the behavior of finite programs by infinite static structures. Geometry of interaction tries to capture this behavior using finite dynamic structures. Girard compares denotational semantics to the part of mechanics called Statics, and desires what would be the Dynamics of computation.

Proof-theoretical results for LL and other resource logics can be found in Dirk Roorda’s thesis \cite{ro74}.

\subsection{1.5 Complexity of LL}

Fortunately, we have a quite good understanding of the computational complexity of various fragments of LL, mainly due to Patrick Lincoln \cite{li97} and Max Kanovich. Unfortunately, this complexity is rather high.
• Propositional (quantifier-free) LL is undecidable, unlike Propositional CL. This is mainly due to the exponentials and is proven by encoding the behavior of certain simple counting machines [112, 113].

• Multiplicative-exponential LL (no additives and quantifiers) is EXPSPACE-hard, which follows from an encoding of Petri nets in that fragment [120, 122] (see Section 4.1).

• First order multiplicative-additive LL (no exponentials) is NEXPTIME-hard [114].

• Multiplicative-additive LL (no exponentials and quantifiers) is PSPACE-complete [112, 113].

• Multiplicative LL and Horn LL are NP-complete, which is proven by reduction to the 3-Partition problem [91, 92].

• Even severely limited parts of the fragments mentioned in the preceding item still remain NP-complete [115]. “Severely limited” means constant-only (no propositional letters at all, but the multiplicative/additive neutral elements are part of the language) or constant free, with only two or three predicate letters.

After seeing these complexity results, one inevitably asks oneself “So what can be the practical use of LL? Yet another fancy theoretical development.” The following considerations are beneficial for LL in this respect:

• Usually the other name of “too complex” is “very expressive”. Thus if we need an expressive logic (e.g. a logic for software specification, CASE or high-level modeling), we may be willing to accept the high complexity.

• Much of the (undecidable) complexity of LL comes from the introduction of the exponentials in order to regain the full power of CL. But “the gist” of LL, namely the concept that formulas are resources, is already present in the exponential-free fragment. For some applications this fragment can be sufficient, e.g. interconnection specifications for concurrent processes based on proof nets. Even more restricted systems —without negation— can be of practical interest, e.g. Lambek Calculus [104] for Natural Language processing and Action Logic [138] as a model of concurrency.

• The complexity results of the previous subsection do not account for differences which are practically important (but which do not amount simply to a different suite of connectives). For example, Intuitionistic LL has the same complexity as full LL, yet ILL corresponds to a perfectly feasible refinement of the \( \lambda \)-calculus. This fragment is used as a FP language (Section 2), proofs correspond to functional programs, and computation (evaluation) corresponds to proof reduction (as opposed to proof search). Thus undecidability (the impossibility of finding proofs) does not matter. On the other hand, when LL is used for LP (Section 3), various restrictions are placed both on the set of allowed formulas and on the space of proofs to be searched, in order to make the search more tractable.

• A remarkable work of Girard, Scedrov and Scott [74] provides a logical formalization of the class of functions computable in polynomial time using \( Bounded \ LL \), where exponentials are indexed by natural numbers \( !_n \) and \( \otimes_n \), and can be duplicated only the specified number of times. The characteristic equation of of\emph{Course} becomes

\[
!_n \varphi = \wedge_{i=0}^n \varphi^i, \quad \varphi^i = \varphi \otimes \cdots \otimes \varphi_{\text{i times}}.
\]

1.6 Semantics of LL

If you think by now that LL is way too complex compared to CL, you will not get any happier when you hear about semantics. The complexity result about constant-only propositional multiplicative LL [115] mentioned in the last subsection means that no truth-table interpretation of LL is possible (unless P=NP). Also, no
A simpleminded Tarski-style interpretation of the flavor “$M \models \varphi \land \psi$ iff $M \models \varphi$ and $M \models \psi$” is known for full LL. This is connected to the fact that linear negation does not impose an isomorphism on the semantic structure.

A notable exception to the above statement is the semantics proposed by Miller and Hodas [85] for their LP language based on LL (see Section 3). However, the semantics there is conceived for the pragmatic purpose of providing a canonical (intended) model for the language and it is not completely general, because it lacks negation (although soundness and completeness theorems for the corresponding fragment are proved). The semantics consists of a set of Kripke interpretations $K_r$ (all defined on the same frame of worlds $\langle W, \leq \rangle$) where $r \in R$ and $\langle r, +, 0 \rangle$ is a commutative monoid of “resources”, corresponding to the multiset treatment of resources in LL. $K_0$ is intended to be the intuitionistic interpretation (no resources at all). The two semantic clauses below clearly show the Tarskian style of the interpretation and the distinction additive/multiplicative.

Satisfaction of a formula under an interpretation $K_r$ in a possible world $w$ is defined inductively:

- $K_r, w \models \varphi \land \psi$ iff $K_r, w \models \varphi$ and $K_r, w \models \psi$.
- $K_r, w \models \varphi \lor \psi$ iff $K_{r1}, w \models \varphi$ and $K_{r2}, w \models \psi$ for some resources $r_1, r_2 \in R$ such that $r_1 + r_2 = r$.

The accessibility relation between worlds is intended to cater for the interpretation of linear implication, and in order for this to be possible, it is required to be a partial order. Also, all $K_r$ are required to be monotonic on worlds for atomic formulas, that is, $w \leq w'$ implies $K_r(w) \subseteq K_r(w')$ (in fact $w \leq w'$ and $K_r, w \models \varphi$ implies $K_r, w' \models \varphi$ for any formula $\varphi$). Then the clause for $\neg$ is

- $K_r, w \models \varphi \rightarrow \psi$ iff $K_{r'}, w' \models \varphi$ implies $K_{r', r''}, w' \models \psi$ for every $r' \in R$ and $w' \geq w$.

A similar notion appears in an interesting paper by Chau [44] defining a modal and substructural (viz. categorization) logic in terms of Gabbay’s Labelled Deductive Systems. This semantics has at least the advantage that it is maybe the simplest one proposed for LL.

In his initial paper [62] Girard introduced two semantic frameworks. One is the phase space semantics. It has an algebraic origin, the domains of interpretation being algebraic structures, later called Girard structures [59]. They are commutative monoids $P$ with a distinguished subset called the set of “antiphases” $\perp$. For a set $X \subseteq P$, its dual is defined as $X^\perp = \{ y \mid \forall x \in X. xy \in \perp \}$. Then $(\cdot)^{\perp \perp}$ is monotone, inflationary $(X \subseteq X^{\perp \perp})$ and idempotent, i.e. a closure operation. The closed sets (ones with $X = X^{\perp \perp}$) are called “facts” and they are the entities which interpret LL formulas. It can be proved that the facts considered under set inclusion form a complete lattice and the monoid operation commutes with the lattice operations. The lattice’s relation is used to interpret provability; theorems are characterized by $1 \leq \varphi$. Tensor is interpreted as $X \otimes Y = (XY)^{\perp \perp}$ and so on.

The other one is the coherence space semantics. First we define “webs” as undirected graphs (sets equipped with a reflexive symmetric relation $\subseteq$ called “coherence”). Coherence spaces are diques of the web (subsets where every pair of elements is coherent), regarded as complete partial orders under set inclusion. Every coherence space interprets one formula. Given two spaces $A$ and $B$, a multiplicative combination $A \otimes B$, $A \oplus B$ or $A \rightarrow B$ is interpreted by taking the Cartesian product of the two corresponding webs (that is, $[A \otimes B] = [A] \otimes [B] = [A \rightarrow B] = [A] \times [B]$) and stipulating certain (intuitive) conditions on coherence (e.g. for $\otimes$, $(a_1, b_1) \subseteq (a_2, b_2)$ is defined as $a_1 \subseteq a_2$ and $b_1 \subseteq b_2$). Additive combinations are interpreted by taking the disjoint union of the corresponding webs ($[A + B] = [A \oplus B] = [A] + [B]$ = $\{(0, a) \mid a \in [A]\} \cup \{(1, b) \mid b \in [B]\}$), again with certain coherence conditions. Exponential is interpreted by the set of all finite coherent subsets of the operand $[A] = \wp([A])$. Negation does not play such an important role here as in the phase semantics.

An important class of semantics are categorical semantics. They remove the unnecessary concreteness present in the other semantics and make a connection to a rich body of results existing in category theory. For example, the $\star$-autonomous categories which Seely has used as models of LL [150, 27] were studied by Barr, “in a truly categorial spirit”, as early as 1975. Categorial notions (like adjoints, monads, Kleisli
categories) give useful insights for the design of logics and interpretations, as well as programming languages and abstract machines. Another semantics in this class are dePaiva’s Dialectica categories [51, 52].

A recent new development which has important applications to models of concurrency based on LL are the game semantics [34, 103, 2]. A LL proof is interpreted as a history-independent winning strategy in a two-opponent zero-sum game.

Something which has been long missing for LL is the Kripke-style semantics developed by Allwein and Dunn [8, 7]. It is fairly general in that it starts from non-commutative (and even non-associative) operators and then commutative LL can be obtained by imposing additional conditions.

## 2 LL and Functional Programming

Probably the most developed area of applications of LL is functional programming. A fundamental idea here is the Curry-Howard interpretation (also variously called “isomorphism”, or the formulas-as-types paradigm) [89]. It states that there is a correspondence between the proofs of an intuitionistic logic system and computations in a functional programming language. This has its basis in the early approach of intuitionists that a proof should be an effective function which given the assumptions, produces the conclusions. Thus, the proof of a conjunction is a pair of the proofs of the conjuncts, the proof of a disjunction is a similar pair plus a selection function which says for each concrete pair of disjuncts which proof to pursue, the proof of an implication is a function which transforms any proof of the antecedent to a proof for the consequent, etc.

The term “formulas-as-types” comes from the following idea. (It is easier to understand it for a system with introduction and elimination rules, i.e. natural deduction.) We can take the inference rules of a logic and “adorn” them with terms (this is also called term assignment):

\[
\begin{align*}
\Gamma \vdash s : \varphi & \quad \Gamma \vdash t : \psi \\
\hline
\Gamma \vdash (s, t) : \varphi \wedge \psi & \quad \text{\textbf{I}} \\
\Gamma, x : \varphi \vdash t : \psi & \quad \text{\textbf{E}}_1 \\
\Gamma, x : \varphi \vdash \pi_1(u) : \varphi & \quad \Gamma \vdash \pi_2(u) : \psi \quad \text{\textbf{E}}_2 \\
\Gamma \vdash s : \varphi \rightarrow \psi & \quad \Gamma \vdash t : \varphi \\
\hline
\Gamma \vdash st : \psi & \quad \text{\textbf{E}} \\
\Gamma \vdash s : \varphi & \quad \Gamma, \Delta \vdash t : \psi \\
\hline
\Gamma, \Delta \vdash t[s/x] : \psi & \quad \text{\textbf{Cut}}
\end{align*}
\]

(where \((s,t)\) is the pair of \(s\) and \(t\), \(\pi_1(u)\) is the left projection of \(u\), \(\lambda x.t\) is abstraction and \(st\) is application). Thus formulas play the role of types, and the proof system plays the role of a type inference calculus (for typed \(\lambda\)-calculus with products and sums). Introduction rules correspond to constructors, elimination rules correspond to destructors, Cut corresponds to substitution. When an elimination rule appears immediately below a corresponding introduction rule, we have a redex which can be rewritten to its reduct, thus eliminating the useless “detour” in the proof:

\[
\begin{align*}
\Pi_1 & \\
\vdash \Gamma, x : \varphi \vdash s : \psi \\
\hline
\Gamma, x : \varphi \vdash (\lambda x.s) : \psi & \quad \text{\textbf{I}} \\
\Gamma, \Delta \vdash (\lambda x.s)t : \psi & \quad \Delta \vdash t : \psi \quad \text{\textbf{E}} \\
\hline
\Gamma, \Delta \vdash s[t/x] : \psi & \quad \text{\textbf{Cut}}
\end{align*}
\]

This particular example is, of course, \(\beta\)-reduction.

The same idea can be restated in a Gentzen-style sequent system (with left and right rules), but we will have to restrict ourselves to intuitionistic systems (only one formula on the right side), due to the asymmetric character of functions—many inputs, but only one output. Also, the role of Cut becomes more important, because it is the only mechanism which allows formulas from the left and the right sides to interact. An
example involving conjunction is shown below:

\[
\begin{align*}
\frac{
\frac{
\Gamma \vdash s : \varphi \\
\Delta_1, x : \varphi \vdash u : \xi
}{
\Gamma \vdash (s, t) : \varphi \wedge \psi
}{
\Delta, z : \varphi \wedge \psi \vdash u[\pi_1(z)/x] : \xi
}
}{
\Gamma, \Delta \vdash u[\pi_1(z)/x][s, t]/z : \xi
}
\end{align*}
\]

Although this is called Cut elimination, the cut does not disappear immediately, rather it is pushed up the
proof tree and disappears only at its leaves (identity axioms \( \varphi \vdash \varphi \)). The process of cut elimination (proof
normalization) corresponds exactly to computation in a term rewriting system. Thus we have a computation as proof
reduction paradigm. For some generalizations of the Curry-Howard interpretation based on Gab-
bay’s Labelled Deductive Systems (which themselves are generalization of term assignment), see [58].

Everything mentioned up to this point was about CL. When LL comes into play, it renders a refinement of
the \( \lambda \)-calculus in which the programmer has finer control on evaluation order (lazy vs eager evaluation) and
memory allocation (multithreaded data which demands garbage collection vs single threaded data which
does not). Usually about 90% of the data created at runtime is referenced from only one place and is
consumed right away (generation-based scavenging is based on this fact). Thus it is profitable to manage
this data in a “short-term” memory and release it right after its use, avoiding the need for garbage collection.
Long-term data can be stored explicitly using the exponential \(^!\). In LL the manipulations of stored data
are given explicitly through the rules of Promotion (storing), Dereliction (reading), Contraction (duplication)
and Weakening (discarding). All these uses can be either specified explicitly by the programmer, giving the
compiler richer information for storage management, or inferred by a smart type-inference mechanism, thus
using linear \( \lambda \)-calculus as a lower-level intermediate code.

Some early work in this direction has been done by Girard and Lafont [72] and Holmström [88]. La-
font introduced a Linear Abstract Machine [99] which implements a functional language without the use of
garbage collection (but with much copying of terms). An important work is the one by Abramsky [1]. He
describes a linear machine more faithful in spirit to the SECD machine of Landin. Wadler has also done work
in this area, introducing the distinction between linear short-term memory and non-linear garbage collected
memory [152, 153]. Other works are [31, 111]. Actually implemented linear functional languages are Linear
ML (Charimir, Gunter and Riecke [45, 46]), LILAC (Mackie [117]) and an implementation of Lisp [90].

Work in a rather different vein has been done on optimal lambda reduction. An optimal evaluator should
utilize all the term sharing present in the lambda expression to be reduced, avoiding structure copying and
thus avoiding work duplication. The performance criteria proposed fifteen years ago by Lévy remained
unachieved for a long time, until recently Lamping [105] and Kathäl [93] independently developed optimal
reduction algorithms. However their solution is rather involved, and later Gonthier, Abadi and Lévy [76, 77]
greatly simplified it by “reengineering” it in terms of LL proof nets. What is more important, this gave
a better logical foundation to the algorithm, which proved very useful for generalizing it to richer typed
\( \lambda \)-calculus with inductive types, performed by Asperti and Laneve [19, 22, 23, 24, 106]. Their interaction
systems can be considered a generalization of Lafont’s interaction nets [100] on the other hand, one which
removes the requirement for linearity and allows sharing of terms. For further joint developments with Danos
and Regnier, see [50, 25, 20].
3 LL and Logic Programming

The paradigm *computation as proof search* plays for generalized forms of logic programming a rôle, similar to the one which the paradigm “computation as proof reduction” plays for functional programming (described in the previous section). In order to obtain a feasible system, it is important to restrict attention to only a certain type of proofs which are easier to construct than general proofs and then to identify a sensible fragment of the logic for which this restricted type of proofs is complete. The Cut rule is infeasible from a computational viewpoint (under a bottom-up reading), because its premises contain a formula which does not appear in its conclusion. Presented with the conclusion, the search procedure will have to make a “wild guess” at this point to pick a formula (Cut compromises the subformula property). Therefore, it is highly desirable for a logical system to have the cut elimination property, which justifies that Cut can be pushed all the way up to the leaves of the proof tree. There one finds either logical axioms \( \varphi \vdash \varphi \) at which Cut disappears, or non-logical axioms which correspond to program clauses and which can be handled by well-known indexing techniques.

An abstract foundation for generalized LP has been laid down by Miller et al. [133]. They define an abstract LP language as a set of formulas which can appear as program clauses and a set of allowed goals (queries), such that it is possible to perform goal-directed proof search (from the goal up). For this fragment, a restricted kind of proofs called uniform proofs should be complete (i.e. if a goal has a general proof, it has to have a uniform proof as well). In an intuitionistic setting, uniform proofs are defined as ones in which every occurrence of a non-atomic formula on the right side is the immediate result of a right-introduction rule. In other words, the search procedure reduces every compound goal to its parts and tries Cut (looks in the program) only when the goal is atomic. The authors instantiate these general ideas by introducing LP with hereditary Harrop formulas, the main innovation of which is that implication is allowed in goals. To prove an implication \( \varphi \rightarrow \psi \) from a context \( \Gamma \), the context is enriched with the antecedent and then \( \psi \) is tried in this new context \( \Gamma, \varphi \). If contexts are taken to correspond to programs, this opens the possibility to formalize modular LP. Another possibility is to view the formulas in a context as the data fields of an object and obtain OO LP. However in the CL setting contexts always grow during the course of a computation (by making additional assumptions), and can shrink only upon backtracking. That is, something can be retracted from a context (or changed) only when the process which has created it terminates and thus cannot make use of the change. Building on this work, Hodas and Miller investigate LP in a linear setting [85]. Since LL allows for more refined control over contexts (multiplicity of formulas matters) and can model not only production of data but also consumption, this opens numerous possibilities for applications such as object-oriented programming, databases, natural language parsing etc.

Cut elimination is not the only property which should be investigated for a logic system and exploited for its “computerization”. Another important features are the permutabilities (ways of commuting occurrences of inference rules) which the logic may have. These permutabilities render many proofs equivalent and it is profitable to select only one “canonic” proof for every equivalence class and restrict the search to only these canonical proofs. Since \( ! \) and \( \odot \) do not commute over all right rules, Hodas and Miller consider a fragment which does not contain them (some of these restrictions are lifted in the work of Harland and Pym [81, 82] which instead of uniform proofs consider LR proofs). The functionality of \( ! \) is regained by considering contexts (left-hand sides) consisting of two parts: intuitionistic (unbounded resources or methods in an OO setting) and linear (bounded resources or OO state attributes). (A very similar notion appears in the work of Girard on the Logic of Unity [68] which combines CL and LL.) Hodas has implemented a language based on this work, called Lolli [84].

In an early work Andreoli and Pareschi [12] investigate the permutability properties of LL and argue that it is better suited for LP that CL, for which severe restrictions are needed (Horn clauses) to make it amenable to effective proof search (resolution). The richer set of connectives of LL convey better the programmer’s intentions to the LP system. To a certain degree, the proof is encoded directly in the goal, so the authors speak of “syntax-directed proof search”. This work is the foundation of the language Logical Objects [13, 15] which is described in the following section.
A more recent work of Andreoli [9] investigates more deeply the proof-theoretical properties of LL. First he makes a distinction between asynchronous connectives which require no choice from the proof search procedure and introduce no nondeterminism or only “don’t care” nondeterminism; and synchronous connectives which cause the search procedure to make a committed choice and introduce “don’t know” nondeterminism which may lead to dead-ends and backtracking. This terminology comes from a concurrency view on computation, where the latter class of connectives introduces a synchronization (thus sequentiality) point for two parallel search processes.

The connectives \&, \exists, ? and \forall are asynchronous. In a one-sided (right-only) sequent calculus with two-part (dyadic) contexts (unbounded part \Theta and bounded part \Gamma) their corresponding rules are

\[
\frac{\Theta : \Gamma, \varphi \quad \Theta : \Gamma, \psi}{\Theta : \Gamma, \varphi \& \psi} \quad \frac{\Theta : \Gamma, \varphi \psi}{\Theta : \Gamma, \varphi \vee \psi}
\]

The \[\&\] rule says that both conjuncts have to be proved (with unchanged context), eventually in parallel; the \[\exists\] rule is a simple syntactic rewriting; the \[?\] rule moves the exponential formula to the unbounded part of the context as soon as it appears (i.e. stores it away, but it can be retrieved from there at any time); the \[\forall\] rule says that the goal should be proved parameterized with an arbitrary constant \(c\).

The connectives \& , \exists, ! and \exists are synchronous. Their rules are

\[
\frac{\Theta : \Gamma, \varphi \quad \Theta : \Delta, \psi}{\Theta : \Gamma, \Delta, \varphi \& \psi} \quad \frac{\Theta : \Gamma, \varphi \varphi}{\Theta : \Gamma, \varphi \oplus \psi} \quad \frac{\Theta : \Gamma, \psi}{\Theta : \Gamma, \forall x \varphi}
\]

The \[\&\] rule involves a choice of splitting the context into two disjoint parts (but notice that the unbounded part \Theta remains unchanged. Similar concerns about the need of “lazy splitting” of contexts were expressed in [85]); the \[\exists\] rule introduces a choice as to which of the two disjuncts shall be tried; the \[?\] rule makes the irreversible decision to delicit the exponential (we don’t have the option of storing !\varphi in \Theta because only ? is the correct exponential marker for right-handed sequents); the \[\forall\] rule involves finding a concrete term \(t\) which will do the job.

In pursuit of the “true canonical” proofs, with maximum of permutabilities removed and minimal introduction of unnecessary sequentialities, Andreoli considers focusing proofs. They have the following features:

- If the goal contains asynchronous formulas (i.e. formulas with asynchronous top-level connective), they are immediately decomposed. This can be done either in any order, or in parallel.
- If the goal has only synchronous formulas, one of them is selected for processing. (Although all of them have to be proved after all, this choice will have implications on the depth of a dead-end tree to be pursued, up to infinite looping.) After the choice, the proof focuses on this formula and strips all layers of synchronous connectives from it. This is called a critical focusing section (the terminology comes from concurrent computing) and its purpose is to reach a dead-end (if we are doomed so) as soon as possible.

To formalize this, Andreoli introduces three-part (triadic) sequents where the first two parts are again the unbounded and bounded contexts, and the third one is the active part on which the proof procedure operates. However, this declarative formalization of a control strategy makes the presentation of the deductive system somewhat too “procedural”. Also, since the \[\&\] rule effectively copies the rest of the context in two branches of the proof, its execution as early as possible will duplicate the work to be done for the synchronous connectives, which is actually the really hard work. This may not matter if the two branches will be picked up by two processors working in parallel, but it matters in a sequential implementation. (It may happen
that the two synchronous proofs have to be different in the two branches, e.g. because the two conjuncts of $\&$ cause different unifications. In such case doing the $\&$ first is OK.)

An important achievement of this work is that focusing proofs are complete for full LL. Andreoli introduces a translation from full LL to a syntactically restricted language called LinLog for which focusing proofs are “natural”, analogous to the normalization of CL formulas to clausal form.

A final remark is in place here: since removal of sequentialities and exploiting permutabilities are the very goal of the Geometry of Interaction, it can be expected that in the future Proof Nets will have important applications to LP. Some steps towards automatic construction of proof nets have been taken in [60], but the status of the work is still more one of a theorem prover than of a LP system.

For another survey of this area see [149].

4 LL and Models of Concurrency

CL is not constructive enough to make a good computational formalism without imposing certain restrictions on it. One of the main problems is that the reduction relation for full CL (obtained through the Curry-Howard correspondence) is not confluent (Church-Rosser). That is to say, the result of reducing a proof (term) depends on the order in which reductions are performed, so nondeterminism is introduced. To avoid this, a commonly employed restriction is to consider an intuitionistic system (with only one formula in the right side of the sequent) and dismiss negation. This introduces an asymmetry between assumptions (inputs) and conclusions (outputs), which is characteristic of functions. Indeed, probably the most important example of a non-commutative operation is application, where it makes a big difference which term is the function and which one is the argument; which one is active and which one is acted upon. This is the natural setting for functional programming (Section 2), but interaction between parallel processes needs a more symmetric setting.

Such a setting is provided by full LL. It possesses rich symmetries without being non-constructive. A very important feature in this respect is that linear negation is involutive, yet constructive. Two dual atoms $\varphi$ and $\varphi^\perp$ are informally regarded as producer and consumer, question and answer, assumption and goal, information and anti-information, male and female jacks on electrical cables which can be plugged together by a Cut rule. When they meet, an interaction takes place, or the two jacks are plugged together to form an information path. The study of this approach is the essence of the Geometry of Interaction [65, 66, 67, 71, 3] (see [102] for a gentle introduction to the subject). Proof nets [62, 30] and interaction nets [100, 101, 102] are an important achievement of this research. [67, 71] introduces a formalism in which correctly typed programs are guaranteed to be deadlock-free (which corresponds in importance to the termination condition for the sequential case).

Girard has done early work in the direction of applications of LL to concurrency [63]. Pratt in [141, 140] describes in algebraic terms a duality of events and states. He says that events bear time and change information, while states bear information and change (“while away”) time. One often speaks of events as “time-stamped”; it is natural to think of states as “information-stamped”. Events are arranged in a poset with joins representing concurrency; states are arranged in a poset with meets representing choice. This duality of events and states, time and information, utilizes the Birkhoff-Stone duality from lattice theory. A connection with full LL also emerges. Pratt compares the transition from Petri nets to LL through the introduction of negation (non-monotonic operations) to his earlier work [138] on extending Kleene’s algebra of regular expressions to Action logic. In [139] this work is carried further to the development of a geometric theory of concurrency, in the spirit of Geometry of Interaction. A good philosophical explanation of LL along these lines can be found in [142].

A number of concurrency models have been expressed in LL. Some of them are described in the following subsections.
4.1 LL and Petri Nets

One of the first models of concurrency represented in LL were Petri nets [17, 21, 80, 61, 37, 38, 53, 54, 120, 122, 123]. Category theory is used widely in these works, for example in [107] to show that high-level nets (whose markers are data structures) are also LL models. [39] relates two typical uses of category theory for Petri Nets, refinement (mapping a net to another one) and simulation (mapping possible executions of a net).

As an example, the Petri net on Figure 1 can be described by the following LL formulas (names before the colons are simply labels and are not part of the formulas; quarter$^3$ means quarter $\otimes$ quarter $\otimes$ quarter):

\begin{align*}
\text{change} : & \quad !(\text{dollar} \rightarrow \text{quarter}^4) \\
\text{load1} : & \quad !(\text{quarter}^5 \rightarrow \text{loaded}) \\
\text{load2} : & \quad !(\text{dollar} \otimes \text{quarter} \rightarrow \text{loaded}) \\
\text{wash} : & \quad !(\text{loaded} \otimes \text{dirty} \rightarrow \text{wet}) \\
\text{dry} : & \quad !(\text{quarter}^3 \otimes \text{wet} \rightarrow \text{clean})
\end{align*}

The formulas need to be exponentiated because we would like to use them many times. They describe the structure of the Petri net, like methods (program code) describe the computations which an object can perform. Then we can add an initial marking, say dollar $\otimes$ dollar $\otimes$ dirty, as shown on the figure (two tokens in the position dollar and a load of dirty clothes) and ask whether a certain final marking is reachable from it, say clean $\otimes$ X. Marti-Oliet and Meseguer have introduced a generalization of this model called “financial games” [121] by allowing negated atoms (loans). If a marker needed for a transition is not present in a certain position, we can introduce its negation in that position and still perform the transition. Later we are obliged to return the loan (usually the final marking should have no occurrence of negated atoms).

4.2 LL and Process Calculi

In the second half of his seminal paper [1], Abramsky gives a computational interpretation of full LL in terms of process interaction. It is very instructive to compare this to the interpretation of intuitionistic LL in terms of functional programming given in the first half of the paper. Abramsky describes his paper as “a promising new approach to the parallel implementation of functional programming . . . , typed concurrent programming in which correctness is guaranteed by the typing”. He introduces an extension of sequents called proof expressions to record the set of Cuts which have been performed during the proof. In addition to formulas and terms, proof expressions feature multisets of coequations s $\vdash t$ which record that a cut (interaction) involving $s : \varphi$ and $t : \varphi^\perp$ has taken place, or in other words establish a communication channel between
two processes. Certain conditions are imposed on the sets of coequations, like acyclicity (no closed loop of variables exist; this gives deadlock-freeness) and linearity (every variable appears exactly twice, as the two connectors of a communication channel). The mechanism which makes coequations interact is a set of rewriting rules including CHAM-like "stirring" (see Section 4.3).

LL deduction has been presented as process reduction in CSP by Monteiro [134]. Conversely, asynchronous versions of Milner’s π-calculus have been presented as a LL theory in works of Miller [132] and Bellin and Scott [29], and a number of other issues on mobile processes are discussed by Okada [137]. See [118] for a survey.

The abovementioned approaches stay more or less in the “computation as proof reduction” paradigm (Section 2). Other approaches stem from the “computation as proof search” paradigm (Section 3). Saraswat has collaborated with Lincoln [146, 147] to linearize Saraswat’s Concurrent Constraint Programming framework and extend it with state change (the old cc paradigm only allows monotonic accumulation of constraints). Their system [147] is higher-order and polymorphically typed using a version of Church’s Simple Theory of Types. An implementation of part of this framework is available, the language Linear Janus.

Another work in the same vein is the language ACL (Asynchronous Communication in LL) by Kobayashi and Yonezawa [97, 95]. Given a set of “message atoms” $A_m$ and a set of “process atoms” $A_P$, the syntax of ACL is defined as follows:

$$
C ::= \text{Loop } G \quad \text{Clause}
$$

$$
G ::= \bot \mid \text{T } \mid A_m \mid \text{?A}_m \mid A_P \mid G \circ G \mid R \quad \text{Goal}
$$

$$
R ::= M \odot G \mid R \oplus R \quad \text{message Reception}
$$

$$
M ::= A_m^\bot \mid M \odot M \quad \text{multiset of Messages to be received}
$$

Given an initial configuration (multiset) of process atoms and a program $\Pi$ of modalized clauses, the system constructs a proof bottom-up by backward chaining. A process atom (name) is unfolded with the body of a matching clause. This body (goal) can proceed with one of the following actions:

**Termination** $\bot$ causes the process to terminate (disappear) since $\bot$ is the unit element for $\circ$, and $\circ$ is used to hold the context together.

**Abort** $\text{T}$ terminates the whole configuration of processes, because $\Pi \vdash \bot, \text{T}$ is an axiom of LL for any $\Gamma$. (In some approaches this can be interpreted as successful termination of the program).

**Message Send** $A_m$ corresponds to posting a message in the configuration. A corresponding receiver picks the message from the configuration and consumes it. $?A_m$ is a special kind of “modal message” which does not disappear after it is read by a receiver, so it can be used for information sharing.

**Call** $A_P$ calls another process, or in other words replaces the current process with $A_P$.

**Parallel Composition** $G \circ G$ starts two independent processes in parallel. The same connective is used for message send, e.g. $P \sim m \circ Q$ means that $P$ sends message $m$ and then becomes $Q$. In fact the distinction between messages ($A_m$) and processes ($A_P$) is blurred in this LL setting, and this is used in [98] to pass processes as first-class messages.

**Message Reception** $m_1 \odot \cdots \odot m_n \odot G$ waits until all the messages $m_1, \ldots, m_n$ become available, consumes them and then executes $G$. $R_1 \oplus R_2$ is “external choice”: depending on the configuration, only the receptor $R_k$ that can be satisfied is executed, and the other one is discarded. For example $(a^\bot \odot A) \oplus (b^\bot \odot B)$ in the presence of $a$ continues as $A$, and in the presence of $b$ continues as $B$.\footnote{However “computation” here is understood as “process interaction” instead of the “term reduction” of FP.}

\footnote{Or rather “computation as proof,” because many of these approaches utilise don’t care non-determinism (as opposed to don’t know non-determinism) and so do not have complete proof search procedures. See [96] for a language using don’t know non-determinism.}

\footnote{However in a dual setting.}
The LL inference corresponding to a process interaction (send-receive act) is

\[
\frac{\Gamma \vdash m_i^j, m_i}{\Gamma \vdash m_i^j \odot A_i, m_i, A_i, \Gamma} \quad \text{(reception)}
\]

\[
\frac{\Gamma \vdash \langle \odot \rangle (m_i^j \odot A_j), m_i, A_i, \Gamma}{\Gamma \vdash \langle \odot \rangle (m_i^j \odot A_j), m_i, \varnothing, A_i, \Gamma} \quad \text{(choice)}
\]

\[
\frac{\Gamma \vdash \langle \odot \rangle (m_i^j \odot A_j), m_i, \varnothing, A_i, \Gamma}{\Gamma \vdash \langle \odot \rangle (m_i^j \odot A_j), m_i, \varnothing, A_i, \Gamma} \quad \text{(send)}
\]

An important part of this work is a concrete phase-space semantics derived through a fixed-point construction. However in order for this construction to work, a limitation of only one defining clause per process is imposed.

4.3 LL and the Chemical Abstract Machine

There is a large body of work close in spirit to the general approach of the Chemical Abstract Machine of Berry and Boudol [32, 36]. This approach regards a system of distributed processes/agents/objects as a chemical solution where molecules wander around in a Brownian-like motion, energised by a “magic stirring” mechanism. When two matching molecules get in contact with their interlocking (dual) parts, a chemical reaction takes place which consumes (parts) of the molecules and replaces them with a resulting product. “Membranes” serve to separate the solution into hierarchical “sub-solutions” and insulate parts which do not have to interact. A LL-style “realization” of the CHAM was proposed by Andreoli, Ciancarini and Pareschi [10], based on their earlier work on Linear Objects [13] (see also Section 5).

Communication is achieved by global broadcasting to all objects which is specified using a “tell marker”. This is an extralogical feature of LO; a CHAM-style operational semantics for this language is given in [11]. No buffers or message queues are used; the message simply appears as a literal in every object. A message in which a particular object is not interested won’t affect its behavior, it simply will never be picked by the object. This leads however to garbageing the objects with message literals they will never access (called “context saturation” in [40]). This problem is solved in [16] by implementing a kind of “garbage collection” through abstract interpretation. A more thorough discussion of different communication mechanisms (blackboard vs broadcasting) can be found in [14]. Characteristic of their approach is that they use different LL connectives as the “separating membranes”: the parts of an object are glued by multiplicative disjunction, and the whole “solution” is held together by additive conjunction.

See also [131, 124] for a more general development in Meseguer’s Rewriting Logic. The paper [125] represents LL (among other logics) in Rewriting Logic.

5 LL and State-Oriented Programming

While one learns about LL, all of the time one has the feeling that LL is about state. Indeed, the developments in storage management for functional programming (Section 2) demonstrate this. O’Hearn [135] has undertaken further developments aimed at the famous “update in place” problem in FP, which efforts have lead more or less to a “logical reconstruction” of Reynolds’ Syntactic Control of Interference. This is a type-inference scheme which is able to detect when two instructions do not interfere with each other and thus can be executed in parallel, as well as when a potentially large structure (e.g. an array) is referenced from only one place in the program, so can be updated in situ.

Uday Reddy [144, 143] builds upon this work to develop an explicit LL Model of State, aiming at incorporating state manipulation in FP and denotational description of (higher-order) imperative languages. (And I strongly believe that this work will be useful for the integration of state-oriented (OO) and Logic Programming). He points out that the notion of state originally present in LL is rudimentary, in that it is only usable for low-level implementation developments and does not supply a language for describing state manipulations. He says for his work “the model is significantly richer than that based on pure LL”. Values in \( \lambda \)-calculus (formulas of CL) are static and eternal. LL takes the first necessary step, making values dynamic (consumable) and volatile. Then the exponentials regain back the lost staticity. But there is more to state:
it is dynamic, yet not volatile; stable, yet not eternal. Reddy calls this *regenerative state*; after every access to it the datum is consumed, but recreates itself automatically. He introduces a special modality † for it. As † is the type constructor for static values, so is † the type constructor for regenerative values. Yet one more type constructor is introduced, st for read-write states. The characteristic recursive equations for the three modalities are compared below:

\[
\begin{align*}
!\varphi &= 1 \land \varphi \land (!\varphi \circ \!\varphi) \\
\hat{\varphi} &= 1 \land (\varphi \circ \hat{\varphi}) \\
st \varphi &= 1 \land (!\varphi \circ st \varphi) \land (!\varphi \rightarrow st \varphi)
\end{align*}
\]

The component 1 allows discarding the datum, \(\varphi\) means to use it as a dynamic value and then discard it, \((!\varphi \circ \!\varphi)\) means to duplicate a static value, \((\varphi \circ \hat{\varphi})\) means to read off a state obtaining a dynamic value and to regenerate the state, \((!\varphi \circ st \varphi)\) reads off a static value (this is just a matter of convenience; a dynamic one could have been returned instead) and regenerates a st state, and finally \((!\varphi \rightarrow st \varphi)\) writes a state with a static value and returns the resulting state (here a linear value could not have been used because we don’t have the right to capture a linear value).

*Regenerative values* (and for that matter st states) use for cloning *threading* instead of simple contraction. This is motivated by the fact that the two new owners of the dones should know which one is to use it first and which one second. Furthermore, this threading obviates the need for non-commutativity in the logic (indeed state develops in time, which is sequential and thus non-commutative). Reddy does not use non-commutative LL [5, 4, 155] but rather introduces a somewhat *ad-hoc* non-commutative multiplicative \(\p\)-called *before*.\(^6\) The paper contains a sequent proof system, term assignment and a coherent semantics for the model. The coherent semantics of \(\p\) shows very interesting properties, placing it somewhere between \& and \(\odot\), thus \(\p\) possesses a mixture of conjunctive and disjunctive features. The webs (coherent spaces) of the new modalities are defined as \(|!\varphi| = |\varphi|^*\) (the set of all finite sequences) and \(|st \varphi| = ss(|!\varphi| + |\varphi|)\) (a certain subset of the disjoint sum of two copies of \(|!\varphi|\), corresponding to reading and writing the state). Compare this to \(|!\varphi| = \nu(|\varphi|)\), the set of finite coherent subsets of \(\varphi\).

Reddy discusses the issue who will be willing to program in a system where you have to specify tediously every simple step. Not all weakenings, contractions and threading need to be explicit in the term assignment system: the smarter the type inference algorithm, the less the burden on the programmer. The important point is that the formalism is present, so a theoretician can use it to design language and implementation features in a logical way. He says “a crucial point at which the language ceases to be functional and becomes imperative is when threading is made explicit”. Overall, although the work is very interesting and important, I find the approach somewhat too complicated, especially concerning *threading*. Hopefully a simpler formalism can be found, at least for some restricted applications.

A famous work on Object-Oriented Logic Programming is the language *Linear Objects (LO)* developed by Andreoli and Pareschi at ECRC, Germany [13, 15]. They have written many papers on LO, their focus shifting initially from state representation (similar to an earlier proposal of John Conery [47]), later to concurrency issues (described in Section 4). In their approach, an object is a multiplicative disjunction of attribute literals, which as a whole is a free-floating additive conjunct in the “solution” containing all objects. I will describe here only one feature of their model, *built-in inheritance*. Unlike traditional OOP, methods in LO are not attached to objects (classes) explicitly by the programmer, but a method is applicable every time its head matches (through ACI-unification) a part of the object state. Then this part is consumed and replaced by the result of the method. Adding more attributes to the object (specialization) does not render any methods “of the superclass” inapplicable (so method overriding is somewhat problematic). This is similar to delegation-based object languages (*e.g.*, *Self*), but constitutes an even more radical departure from “classical”\(^7\) OOP, because delegates are not specified explicitly.

For a survey on representing state in OOLP see [6].

---

\(^6\)The same operator appears in a paper by Monteiro [134] (see Section 4.2).

\(^7\)That is, class-based OOP (*pun unintended*)
6 Other Applications

This section describes some less “populated” (though not necessarily less important) areas of application of LL which did not fit in the sections above.

6.1 LL for Logical Operational Semantics of Prolog

A couple of papers by Serenella Cerrito give a logical account for some operational features of Prolog. The first paper [41] is in a traditional vein and gives a LL semantics for allowed programs similar to Clark’s completion, the only difference being that LL is used instead of CL. A program is allowed if every variable occurring in the head of a clause also occurs in a positive literal in the body, thus SLDNF (resolution with Negation-As-Failure (NAF)) will always be able to pick for evaluation a grounded negation, so no “floundering” goals will happen (NAF is “safe”). A completeness result for SLDNF with respect to this semantics is proved. This generalizes slightly the earlier semantical result which demanded the program to be not only allowed, but also hierarchical (stratified).

The second paper [42, 43] develops a suggestion of Girard that LL can be used to account for the difference between the “internal” logic of Prolog (that is, the specific left-to-right selection strategy and depth-first search which Prolog employs) and the “external” logical semantics which are ascribed to Prolog. It gives a LL axiomatization of NAF by encoding precisely not only the clauses themselves, but also the order of literals in the bodies and the order of clauses in the program. For example, the program

\[ \langle p \leftarrow a, b; p \leftarrow c \rangle \]

(angle brackets indicate sequence) is encoded in LL as

\[ a \otimes b \leadsto p; (a \perp \otimes (a \otimes b \perp)) \otimes c \leadsto p. \]

The second clause accounts for all possible ways of the first clause to fail. Actually Cerrito gives a sequent encoding; also the failure conditions of the whole procedure of a given predicate letter are to be specified. It is curious to note that this axiomatization corresponds more closely to what Prolog actually does than even SLDNF, an operational semantics. Although somewhat clumsy (e.g. the use of non-commutative LL would probably do the translation more natural), in my opinion this axiomatization compares favorably to many of the known semantics for NAF.

A paper by Jirí Zlatuška [156] gives a LL semantics to committed-choice guarded flat Prologs such as Concurrent Prolog or Parlog. He uses one-sided sequents and translates a guarded clause

\[ (H \leftarrow G_1, \ldots, G_m | B_1, \ldots, B_n) \]

to the LL proper axiom

\[ \vdash H \leadsto ((G_1 \otimes \cdots \otimes G_m) \leadsto (B_1 \not\emptyset \cdots \not\emptyset B_n)). \]

The guards are defined by proper axioms \( \vdash G_i \) or \( b \leadsto (d \leadsto \perp \ (b=\text{builtin test}, \ d=\text{defining condition of the test}) \). An alternative to translating the program to a set of proper axioms is to translate it to a formula \( P \models! (C_1 \& \cdots \& C_m) \), where \( C_1, \ldots, C_m \) are the translations of the individual clauses. Then the computation from a set of goals (state) \( p_1, \ldots, p_k \) to the set of goals \( q_1, \ldots, q_l \) is represented by the provability of the sequent

\[ \vdash P \perp, (p_1 \not\emptyset \cdots \not\emptyset p_k) \perp, q_1, \ldots, q_k. \]

The semantics is only restricted to deadlock-free computations.

6.2 LL and Non-Monotonic Issues in AI

One of the most difficult problems in Logics in AI is non-monotonic reasoning (NMR). NMR and the related issues of knowledge base revision are inherently very difficult, but I think that quite often another problem which is not that difficult is put in the same bag as NMR and is “forced” to behave badly. This is the problem of state change, knowledge base update and the related Frame problem. The difference between
revision and update is that the former involves modifying a knowledge base upon acquiring new knowledge without any change in the real world (thus some of the possible worlds present in our model can be found infeasible in light of the new knowledge); whereas the latter involves actualization of the knowledge to reflect a change in the real world and cannot discard any of the possible worlds [94]. I believe that LL is (will be) very useful for update, but probably not that much for revision.

6.2.1: Linear Deductive Planning

An area where update and state change are prominent is Deductive Planning. Quite early Wolfgang Bibel has noticed that a modification of his connection method for automated proof can make Frame axioms unnecessary and makes a good planning formalism. The mentioned modification consists of a linearization of the graph, allowing every literal to have only one outgoing edge (to be used only once). He has been criticized on semantic grounds, namely that since a semantics for the linearization is not known, it constitutes no more than a clever trick of unclear virtue. Later Bibel et al. [33] gave a semantics for this method. Further development of this method was done by Fröhöfer [56, 57].

A series of works with an emphasis on an equational implementation of the idea is one by Josef Schneeberger, Steffen Hölldobler and his students at Technische Hochschule Darmstadt [86, 87, 78, 79]. They represent the components of state as a multiset term held together by an Associative-Commutative-with Identity operation (ACI-operation) o, which can be thought of as multiset union. It is important that o is not idempotent. The state of the planner is represented by the predicate plan(I, P, G) where I is the multiset representing the initial (current) state, G is the multiset representing the goal state, and P is a list of actions which transform I to G. An action a with conditions c₁, ..., cₙ and effects e₁, ..., eₘ is represented as the clause

\[ \text{plan}(I \circ e₁ \circ \cdots \circ eₘ, [a[P]], G) :\Rightarrow \text{plan}(I \circ c₁ \circ \cdots \circ cₙ, P, G). \]

An additional clause plan(G⊙X, [], G) gives termination (if the initial state is a subset of the final state then the empty plan suffices).

What is important here is that Prolog terms have to be unified modulo the ACI operation (ACI-unification). Hölldobler calls resolution with built-in ACI-unification SLDE resolution. These ideas are quite close to work of Meseguer [129, 128, 130] to formalize concurrent programming by non-equational (one-way) ACI-rewriting. The connection has been recently developed by Martí-Oliet and Meseguer [125, 124], see also recent work of Malcolm [119]. Techniques for ACI-rewriting are described in e.g. [110, 83, 116].

Hölldobler et al. [86, 78] prove that at least for deductive planning, three proposed approaches —the linear connection method, the ACI-rewriting approach and the LL-based approach (see below)— are equivalent. They also consider issues of change, action and specificity (selecting the method which matches largest part of the state) [79].

Masseron et al. [127] consider planning in a logic deduction setting. They first describe from philosophical grounds an abstract model of actions (basically relations with specific properties) and then “implement” this in LL. They consider a blocks world example and the three socks example. In the companion paper [126] Masseron lays down the beginnings of a geometric theory of (conjunctive only) actions, which turns out to be a simplification of Petri nets, with only one edge allowed to enter and exit a position (so positions are not drawn explicitly). Similar ideas in a logic programming setting are presented in [96] (see Section 4.2 for more information on ACL).

Linear deductive planning is a very illuminating example of the utility of LL for reasoning about change. With a relatively simple application of LL and parts of the Geometry of Interaction, researchers were able to largely overcome the Frame problem which was undefeated for such a long time maybe just because it was looked upon from the wrong angle.
6.2.2 :

LL and Hierarchies with Exceptions

LL itself is monotonic, but it contains a kind of non-monotonicity which
is more basic than the "artificially imposed" non-monotonicity present in, say, Default Logic. Namely, after
performing a derivation the initial formula gets consumed and is no more available for other derivations.
Due to the symmetry of LL, sometimes \( \varphi^+ \) can be regarded as a question whether \( \varphi \) holds, so adding it
to a system can trigger such a derivation. A formally more clear non-monotonicity is the one of \( \vdash \) (and
\( \neg \)) w.r.t. adding formulas to the antecedent: if \( \Gamma \vdash \Delta \) then usually (in the absence of non-logical axioms)
\( \Gamma, \varphi \not\vdash \Delta \). This non-monotonicity can be used profitably for representing classification hierarchies with
exceptions (inheritance with overriding).

The weary Tweety problem about penguins and birds is represented in a hierarchy with exceptions as follows:

\[
p \mapsto b, \quad b \mapsto f, \quad p \mapsto f
\]

(penguins are birds, birds are flying objects, yet penguins are not flying objects). Fouqueré and Vauzilles
[55] propose to code this by the following non-logical (proper) axioms in LL:

\[
\begin{align*}
p & \vdash p^+ \odot b \odot f^- \odot \neg(f \neg 1) \\
b & \vdash b^+ \odot f \\
f & \vdash f^+
\end{align*}
\]

A neutral atom \( f \) represents initial and intermediate data, \( f^+ \) represents a positive answer, and \( f^- \) represents
a negative answer. For every node \( f \) in the hierarchy, we have \( f \vdash f^+ \) to confirm that the node has been
reached (positively), in addition for all the outgoing positive edges \( f \mapsto p_1, \ldots, f \mapsto p_m \) we simply add to the
sequent \( p_1 \odot \cdots \odot p_m \). The representation of the negative edges \( f \mapsto n_1, \ldots, f \mapsto n_k \) is just a bit more complex:
we add the negative conclusion \( n_i^- \), but we also have to cancel the possibility for arriving at a positive
conclusion. \( (n_i \neg 1) \) serves for this purpose, because \( n_i \odot (n_i \neg 1) \vdash 1 \), and \( 1 \) is the identity for tensor
(so \( \varphi \odot 1 = \varphi \)). We actually use the exponentiated version \( \neg(n_i \neg 1) \) in order to be able to cancel any
number of \( n_i \) which may be born along different paths from the source node. It can be seen that while
the positive information is defeasible (\( f^+ \) is concluded only "at the node \( f^+ \), i.e. through the atom \( f \), and
it can be cancelled there by \( \neg(f \neg 1) \)), the exceptions are definitive. However, the authors mention an
extension of the framework with double (counter-) exceptions. The authors also give a proofnet-like theory
for "standard" proofs of simple sequents (their nets are bicolored node- and edge-colored directed graphs
which closely resemble the topology of the original hierarchical network). They compare their framework to
Default Logic and prove that for the particular domain, Default Logic is equivalent to the simple-sequent
fragment of Intuitionistic LL.

Let’s see how does this formalization work. Given \( p \) ("Tweety is a penguin"), we deduce the right-hand
side of (1) and then by (2) easily obtain

\[
p^+ \odot b^+ \odot f \odot f^- \odot \neg(f \neg 1).
\]

Now we apply dereliction (see Section 1.3) to remove the \( \neg \), then linear Modus Ponens to "cancel" \( f \) with
\( f \neg 1 \) (1 is "empty" in a multiplicative conjunctive setting) to reach the desired answer

\[
p^+ \odot b^+ \odot f^-.
\]

Unfortunately nothing can stop us from applying (3) to (4) and obtaining the contradictory

\[
p^+ \odot b^+ \odot f^+ \odot f^- \odot \neg(f \neg 1).
\]

"Cancellation" no longer works, and clearly \( f^+ \odot f^- \) is useless. There is no logical connection between \( f, \f^+ \) and \( f^- \), so the authors use a syntactic criterion ("simple sequents") to weed out such useless conclusions.
They mention that we can (incidentally) use \( f^+ \) for \( f^- \), in which case LL will detect the contradiction for
us, but nevertheless it would have already been committed. The shortcoming is that at the point (4), nothing guides the proof search procedure in the right direction (which is to apply the “internal reduction” in (4) and not to apply the non-logical axiom (3)).

Although LL allows us to avoid a contradictory conclusion which in CL could have been obtained walking along two conflicting threads of reasoning (by consuming the shared resource which is at the head of the two threads), it gives us no clue as to which one is the “right” thread. This information has to be provided by extralogical means (if at all). Thus, although [55] manages to capture hierarchies with exceptions in a logical way (as opposed to Default Logic which is extra-logical) the Cut-elimination which LL enjoys is in this case only a marginal advantage over Default Logic.

Another shortcoming of this approach is a lack of modularity. A penguin is much more things than simply a bird: it is a black-and-white thing, a fat thing, a polar inhabitant, etc. So there will be many positive arrows going out of it. But we cannot represent these arrows in separate theory modules, they all need to be dumped in one formula. Thus the only mode of operation of such a system is to pose a query \( p \) and get back a whole bunch of properties. The reason why it is hard to separate the properties is that if we do this and then try to obtain concurrently the answers for two properties, we have to supply two copies of \( p \) to “feed” the two relevant threads. But there are no logical means to prevent the proof search procedure from running these two \( p \)'s along the same path (using them not as we intended) and obtain a contradiction. And to begin with, we had to have extra-logical means to specify the two interesting paths anyway.

So in (relatively) static situations like inheritance networks, logic theory modules, etc., in my opinion LL does not give such a significant advantage over CL as for state change. Maybe module manipulation calculi like the one of Goguen and Meseguer based on equational logic (the family of languages OBJ, see e.g. [75]) are more appropriate here.

7 Final Remarks

Disclaimer: the distribution of the works to the different sections is somewhat arbitrary; often the same work had to be mentioned in more than one section. I tried to make the connections clear. After all everything is connected to everything else.8

Caveat: some of the exposition above may be inexact or even incorrect, and certainly in many places it is incomplete. I have read less than half of the referenced papers, and I understand well half of that half. (My personal interest is Object-Oriented Logic Programming). Comments and corrections are most welcome.

There are different opinions about LL and its applicability/importance to computing. They range from scepticism:

I am much more sceptic than you about LL. It might, of course, turn out to be useful/important. There is, surely, a lot of activity concerning it (I contributed to it myself). But it can be much ado about (almost) nothing. So far there are a lot of promises, but they are still only promises. Time will tell if this is not just a matter of fashion. I hope it is not, but I suspect it is. [Answer on the Linear mailing list to a question by Jon Barwise] through cautiousness:

An interesting development in logic of some significance to theoretical computer science [81, 82].

to enthusiasm and excitement. Here is what Jon Barwise himself says after getting a marvelous philosophical explanation “why LL” from Vaughan Pratt [142].

“May you live in exciting times” goes the old curse.

I found Vaughan’s message extremely interesting. That is to say, I found it helpful, exciting, and daunting, all at once.

8As Mark Twain puts it, “Old maidens are beneficial to livestock, because they usually have cats which chase mice which eat ground bees which pollinate alfalfa which is fed to cattle.”
• Helpful because it really gives me a way to think about LL that I can understand.
• Exciting because it does indeed point to genuine connections between his view of LL and work in Situation Theory on information flow.
• Daunting because it shows I really do have to understand the work in LL in order to continue what I have been up to.

Notwithstanding the different opinions, LL and its applications have certainly made amazing progress for the 6 years since its inception. Definitely Barwise’s words above do not hold exclusively for Barwise’s own work, because LL has exhibited “genuine connections” to many fields of Computing Science. There even appears to exist something of a “linearization fashion”, for example Curien linearised his Concrete Data Structures.

Whether this is only a momentary enthusiasm, time will show. At least I hope it won’t have negative consequences to the field (like the hype around AI a decade ago), because the relative technicality of the subject makes it unsuitable for enthusing wide audiences and the press.
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