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Abstract

Biomining is an efficient way for improving mineral extraction and remediation

processes. Using specific/targeted separation is a promising method to increase pu-

rification yield of minerals and metals at low cost. In traditional methods extraction

and purification of the desired materials from ores requires extensive processes.

Through these processes, tailing streams coming out of a mine are usually dis-

charged into tailing ponds. Presence of toxic and bioavailable elements in tailing

ponds causes deleterious long-term consequences on the ecosystem. On the other

hand, tailings ponds are usually mineral- and metal-rich environments. Our objec-

tive in this study was to consider tailings ponds as secondary sources for minerals

and to design methods for the removal of toxic elements to help the environment.

To this end, we have introduced a new in silico method to select peptides with

high affinity and specificity for a given target material to use as a recognition block

in biomining applications. The selected peptides are proposed to be used as coating

on magnetic nanoparticle core. Peptide-based engineered materials will have the

ability to detect, bind and extract the target material by using magnetic fields.

In this project a library of 11,000 peptides has been created using AMBER soft-

ware. These peptides were clustered and subjected to a recently developed Wigner-

D function algorithm to select the conformations with higher shape similarity to

the target. Selected conformations were docked to calcite 104 surface using the

RosettaSurface package to find the strongest binders from among the peptides in

the library.

As a result, eight different sequences, namely, p19 (TTNN), p266 (NTNS), p113

(SSYN), p509 (TQNY), p87 (QSTN), p37 (QSQN), p324 (TYSS) and nu67 (STTC)

were identified as strong binders to the calcite 104 surface.



P19, p266, p113 and 4 control sequences (non-binder peptides) were experi-

mentally examined to validate the model. Experiment results showed that the be-

havior of all the peptides except p113 was consistent with the computational pre-

dictions. The reason for this false positive can be explained by various strong in-

tramolecular interactions within the peptides. These interactions reduce the energy

of the system and result in incorrect predictions of the peptide-surface interaction

binding energy.

Our results demonstrate that the major part of the binding energy is due to elec-

trostatic and van der Waals interactions. The most important interacting amino acid

found in these short peptides is glutamine (N).
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Chapter 1

Introduction

In recent years, the importance of biotechnology in the mining industry has grown

rapidly. It plays a major role in processing minerals and recovery of metals, as well

as pollution control. Biomining is a term used to describe utilization of biologi-

cal systems, mostly microorganisms, to ease the extraction and recovery of target

metals from mineral ores and concentrates [1, 2].

Up until now, biomining has been referred to two processes, namely bioleaching

and biooxidation. Sulfide-forms of metals like copper, zinc, iron and molybdenum

are the minerals that are the majority of metal ores.

Metal sulfide is insoluble in water, and it needs to degrade to sulfate in order to

form a soluble compound. Metal sulfides play an electron donor role for aerobic

sulfur-oxidizing microbes which convert them to metal sulfates. In this process

the metal is leached into water and can be extracted. This procedure is known as

bioleaching [3, 4, 5].

In biooxidation processes, the metal remains in its insoluble form. In the pre-

treatment step, microbes decompose the mineral to open up the structure and make

the target metal more accessible for other chemicals to penetrate the mineral and

solubilize it. This procedure is mostly applied to gold recovery from arsenopyrite

ores. Gold is solubilized by cyanide and extracted in a subsequent step. Biooxida-

tion process provides a better access of gold to cyanide which ends up with 95% of

gold recovery [3, 6]. Bioleaching and biooxidation are based on the same principles

and use similar consortia of microorganisms [7]. Specific bacteria and archaea can

grow continuously by gaining energy from reduced sulfur or oxidation of ferrous
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iron [8]. These microorganisms use the energy derived from a degraded sulfide

mineral from the host ore site to fix CO2 in the atmosphere to be able to use it for

their life processes [9, 10]. This process releases the metal (metals as in sulfide

minerals).

The ability of these bacteria to oxidize ferrous iron to ferric iron plays the most

important role in catalyzing the dissolution reaction of the sulfide mineral. The

largest portion of oxidant sulfide minerals is in the form of ferric iron. Some aci-

dophilic prokaryotes oxidize the ferrous iron generated in previous process (equa-

tion 1.1) [11, 12]:

4Fe2+ +O2 + 4H+ ! 4Fe3+ + 2H2O (1.1)

In the case of copper mines, based on equation 1.2, copper ore is oxidized by

ferric irons which are formed by microbial oxidation of ferrous irons [11]:

CuFeS2 + 8Fe3+ + 3H2O ! Cu2+ + 9Fe2+ + S2O
2�
3 + 6H+ (1.2)

Although, there is still full-scale adoption problem in practical world in some

recent advances in biomining, some areas in biotechnology have been well estab-

lished in this industry and are applied in many countries. Biomining has contributed

an estimated global production rate of 5% gold, 15% copper, and smaller portions

of extraction for other metals, such as zinc and nickel [13].

1.1 Biomining History

Although, the first operation known as biomining was initiated in the 1960s [11],

biomining has a long history before that. Table 1.1 shows some of the most impor-

tant achievements in biomining development.

Early miners have been exploiting the capability of microorganisms to decom-

pose minerals and recover metals since the Roman times without being aware of

the involvement of microbes [3, 11].

It was understood that water running out of a mine contains some soluble metals,

and adding iron into that, one could extract copper. For the first time, as seen in

2



Time Places Target%material%and%method%

Middle ages Spain, China, UK Copper&leaching

1960s USA Copper&dump&leaching

196081980 Canada Uranium&mining

19808present Chile& Copper&heap&leaching

19868present South&Africa Gold&biooxidation&(stirred&tanks)

19998present Uganda Cobaltiferouspyrit&bioleaching&(stirred&tanks)

200482005 Chile& Chalocopyrite&concentrate&bioleaching

20088present Finland Polymetallic&black&schist&leaching

Table 1.1: Biomining history. this table has been extracted from
of 

the Rio-Tinto mine, a villager in the area reported that iron would disappear when

introduced into the river. The region’s priest discovered an electrochemical reaction

which led to the precipitation of copper from that water as iron dissolved [5]. This

phenomenon was thought of, at the time, as an example for alchemy (converting

one metal to another) [5].

The modern era of mining began by understanding the role of bacterium, Acidithiobacil-

lus (called Thiobacillus, at the time) ferrooxidans, in copper extraction [2]; after

about a decade from the discovery of first species which were catalyzing the disso-

lution metal-containing sulfide minerals in an acidic environment [14, 15].

The first commercial biomining operation was established by Kennecott Copper

Corporation for copper extraction from their waste rock dumps in the Bingham

Canyon Mine, in Utah, USA [2, 11, 16].

1.2 Applied Biomining Methods in Modern Technol-
ogy

Three different engineering approaches represent commercial biomining; (a) dump

bioleaching, (b) heap bioleaching and biooxidation, and (c) stirred tank bioleaching.

These methods have been used globally to ease the extraction of precious metals

(such as gold) from ores of sulfide minerals, while the metal is locked in a sulfide
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mineral to leach base metals and to obtain copper from secondary copper ores [2, 7].

1.2.1 Dump Bioleaching

Large rock pieces containing less than 0.5% of copper from open pit operation

are dumped, because the cost of flotation and smelting exceeds the value of the

extracted materials.

Millions of tons of run-of-mine ores are stored in dumps (often more than 60

m deep), and it dilute sulfuric acid is applied. As the liquid permeates through the

dump, stimulates naturally occurring mineral-oxidizing bacteria. The bacteria play

a catalyst role for the copper sulfide minerals oxidation reaction. Leached copper is

collected and subjected to solvent extraction [2].

The size of the fractions in the dump makes the transfer of the solution ineffi-

cient. In addition, air shortage puts huge limitations on the activities of microbes.

Nevertheless, dump bioleaching remains one of the most economic methods for

copper recovery from low-grade ores [2].

1.2.2 Heap Bioleaching and Heap Biooxidation

In this method, ores are crashed to the size of 20mm in size or smaller pieces and

gathered in rotating barrels. Dilute sulfuric acid is added to make suitable environ-

ment for microorganisms. It glues small pieces to make bigger rock particles.

The ore is transferred with engineered pads, which are positioned at intervals

along with high-density polyethylene (HDPE). The pads are covered with leaky

plastic drains. The bigger rock particles remain above the drain lines and a network

of air lines is arranged to provide air between these pieces.

External blowers are used to provide sufficient air for microorganisms. The ore

collected in a 610m-height stacker and irrigated by acidic raffinate, is directed to

solvent extraction unit. The presence of plentiful sulfide minerals and iron in acidic

condition develops microorganisms and catalyzes the copper extraction [2].

Heap bioleaching is used around the world in secondary ores containing mineral

chalcocite (Cu2S) to extract copper [2]. 7% of the annual copper production is

achieved by heap bioleaching [2].
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Heap biooxidation applies to the ores with gold particles locked in mineral sul-

fides, usually pyrite or arsenopyrite minerals. In this case, heap biooxidation oxi-

dizes sulfide minerals to open up the structure for the gold dissolution process. The

process for heap biooxidation is very similar to heap bioleaching.

The first step is crushing the ores. Crushed ores are inoculated with three spices

of microorganisms: mesophilic bacteria, extremely thermophilic archaea, and mod-

erately termophilic bacteria [2].

1.2.3 Stirred Tank Bioleaching

This technology is usually used for refractory of gold concentrate as it has high

operating costs [2]. The reactions in this technology are carried out in a series of

bio-reactors (stainless steel tanks). The volume of the bio-reactors is greater than

1300 m3. Each tank contains about 109 microorganisms per milliliter of solution

and is equipped with agitators, which keep the grounded sulfidic gold concentration

in suspension and provide sufficient amount of oxygen and carbon dioxide to the

solution for microorganism activities [2].

In the case of sulfidic-refractory gold, the valuable metal is in solid residue form

which exits the last reactor [2]. This solid residue is subjected to cyanide leach to

recover the gold [2]. This method is working with high efficiency; the range of

gold recovery is 95% to 98%. Meanwhile, if the concentrate is a base metal, leach

solution will be used to dissolve the metal [2]; therefore, unlike the gold concentrate

the solution is subject to a metal recovery process [2].

1.3 New Approaches to Biomining

Biomining is implemented in today’s mining industry, as easy-to-process and high-

grades ores are being depleted, this stem is capable of processing low metal con-

centrate and refractory. [13].

Metal mining has significant environmental and economical challenges in this

century and biotechnology has the answer to part of these problems [11].

Since the beginning of civilization, around 1150 million tons of heavy metals
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have been extracted and caused the production of an estimated 5 to 7 billion tons of

tailings per year [17].

After mining and extracting the desired minerals, residuals and rejects of mills

form the tailings streams [18]. The contents of these streams are mostly the fine-

grained rock from the mined ore associated with processing water, reagents and a

significant amount of dissolved metals from the host ores [18, 19]. Mining wastes

often show a greater amount of metals compared to accessible ore bodies [11].

Tailings streams are usually discharged into tailings ponds; this is used globally

by the mineral industry as an inexpensive and accepted technology [18, 20]. The

presence of heavy metals, toxic and bioavailable elements in tailings ponds can

eventually lead to serious ecosystems damages and risks to human health [21, 22].

These damages can have negative long-term consequences which can remain for

thousands of years. One example is the presence of water contamination after 4500

years at the site of historical mining in Rio-Tinto estuary in Spain [23].

On the other hand, tailings ponds usually have a lot of valuable minerals, de-

pending on geochemical nature of the host ore, that are usually considered as waste

[24].

Moreover, mine operators have to face today’s main problems such as carbon

dioxide emission and energy consumption, in addition to an increasing need for

mineral and metal resources. Therefore, reprocessing mining waste to recover some

of the valuable resources we already wasted is a necessary step.

Our ultimate goal is to use tailings ponds as a secondary source of mineral

resources to extract the valuable materials, as well as to remove harmful substrates

from them. We aim to achieve this goal using biomining technology.

Current commercial-scale biomining processes are limited to sulfidic ores where

the desired metal particles are presented in sulfide-form of minerals or reduced

oxidation state in a mineral [25]. In both cases, mineral dissolution takes place in

the presence of the prokaryotic acidophiles in acidic lixiviant to produce chemical

oxidant, sulfuric acid, and ferric iron [8, 25, 26]. In addition, many of the valuable

metals are in oxidized or reduced ores, as well as other forms.

There are two methods mostly used by the mining industry to remediate mine
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waters at mining sites.

The first one is an active chemical approach which consists in raising water pH

by adding alkaline (mostly CaO) to precipitate metal in carbonate and hydroxide

forms which generates a suspension. Dewatering and flocculation of the suspension

will produce sludge, a mixture of ferrihydrite, gypsum, and different metals [11].

Another method is a passive biological treatment. In this approach, organic

composts usually contain degradable materials like animal manures and recalcitrant

e.g., sawdust and sometimes zero-valent iron (ZVI) will be added [11]. Composts

will flow through the system in mine waters or a place used as an intercept in the

underground for contaminated underground waters [11]. These organic materials

can degrade under anaerobic conditions and leave small organic compounds which

are electron donors for sulfate and iron reducing bacteria.

However, this method’s performance usually changes seasonally and does not

show acceptable performance under extremely acidic condition [27]. The compost

should be replaced every 5-10 years as the metals accumulated in the compost are

gradually exhausted [11]. Both the compost and sludge from the above-mentioned

method are classified as toxic wastes, so, neither of them is allowed to be used for

recovery of the metals and materials [11].

An alternative approach is using different species of bacteria which participate

in metal biomineralization and sometimes the ones generating alkalinity. This ap-

proach targets specific metals and removes them from contaminated waters. The

water coming out of mines usually contain noticeable concentration of several met-

als and metalloids [11]. So, different methods are needed to clean up the water.

Over the past 50 years, biomining has been limited to the use of microorganisms

[28]. Now by advancing modern technology, biomining can be extended to use

proteins and peptides.

In nature, proteins have highly specific molecular recognition properties. This

allows them to recognize individual target molecules among all other competitors.

In living systems, proteins and peptides are associated with inorganic material

and are thought to have a key role in controlling the nucleation, growth, and orga-

nization of biocomposite materials [29, 30]. Proteins operate in this way, because
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of their specific noncovalent interactions with inorganic materials [29, 30, 31].

Almost all proteins associated with inorganic materials show several repeating

peptide domains [32]. Peptides are less complex compared to proteins, and they can

have the same level of recognition for a specific material [33]. Manipulation of pep-

tides is easier as they provide chemical diversity (aromatic, basic, hydrophobic and

etc.) and can show different secondary structures [30]. These factors make peptides

more preferential than proteins as recognition blocks for inorganic materials.

The above-mentioned properties of peptides inspired us to use these small recog-

nition blocks for biomining research fields.

These molecular recognition elements are used as a coating on magnetic nano-

particles. By placing these smart particles in the stream coming out of mines, we

can target specific metals, rare earth elements, or minerals at low concentration.

In other words, our peptides-based engineering materials have the ability to

detect and bind with specific materials, even in low concentrations, and extract

them by using magnetic fields. Figure 1.1 shows a schematic of this process.

1.4 Biomining Advantages

The advantages of biomining versus conventional mining can be reviewed by eco-

nomical and environmental points of view.

Biomining consumes less energy compared to other processing technologies

(compared to the energy required for roasting and smelting which is the major in-

vestment of mining companies [11]), and it operates at low temperatures (usually

30C- 50C) and pressures [11]. Biomining happens in an atmospheric pressure and

usually does not need extra heat sources, as the oxidation process of sulfide minerals

is an exothermal reaction.

Biomining is perceived as a green method, because the bacteria involved in

biomining fix the CO2 in the atmosphere like green plants and do not produce en-

vironmentally harmful gases [5, 8, 18].

Furthermore, conventional mining tailings ponds may leach in the presence of

water and air and cause generation of acid and metal pollution [18]. It is worth

8
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mentioning that tailings from biomining are not chemically active, as this method

is physiochemical.

The other distinct advantage of biomining is in recovery of materials from low-

grade ores, ponds and dumps which were abundant from previous mining opera-

tions; so, this method is capable of treating the material that would be considered

as waste [3, 13, 18]. Many of these materials do not show economic advantages for

recovering with non-biological methods [18].
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Chapter 2

Organic-Inorganic Interactions,
Principles and Related Issues

2.1 Introduction

Understanding the principles of peptide-inorganic interactions is very important in

various research fields, such as biomedicine, biochemistry and biotechnology.

In nature, peptide/protein-inorganic interactions are important for the formation

of highly ordered materials [31, 34]. One example is the formation of bone structure

through the interaction between protein collagen and mineral hydroxyapatite [35,

36]. Different ratios of protein-mineral concentrations lead to different mechanical

strength in bones.

Organic-inorganic interactions play a vital role in the immune response to an

implant or biomaterial. Therefore, successful performance of therapeutic devices is

defined by their biocompatibility, which depends on organic-inorganic interactions

[37, 38].

Moreover, this kind of interaction is the basis for composition material forma-

tion in nature [36]. Recent advances in material science make use of peptides for

inorganic surface modifications [39].

Our aim is to make use of this interaction for biomining purposes. In our study,

as an example of this phenomenon, we are selecting peptides that have high affinity

and specificity to calcite (CaCO3) to extract this mineral from the waste of mining.

The implications of organic-inorganic interactions with respect to our under-

standing of the behavior of peptides on inorganic interfaces are addressed in this
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chapter.

2.2 Physical Chemistry

Two important factors involved in any interfacial process are their kinetic and ther-

modynamic properties. In organic-inorganic interactions, reaction kinetics repre-

sents the rate of peptide adsorption and desorption on inorganic surfaces. It also

takes the changes in peptide conformations in adsorbed state into account. On the

other hand, thermodynamics focuses on the state of the system at chemical equi-

librium at a specific temperature and pressure [30]. For simplicity, we assume the

interaction is as follows [40]:

P + S ⌦ PS (2.1)

where P represents the peptide in solution, S represents the site surface and PS

represents the peptide-surface adsorbed state. Assuming the reaction is reversible

and elementary on both sides, its kinetics can be described by these equations [30]:

d[P ]

dt
= �kads[P ][S]

d[PS]

dt
= �kdes[PS] (2.2)

where kads is the rate coefficient for the adsorption reaction and kdes is the rate

coefficient for the desorption reaction.

The equilibrium constant can be simply written as [41]:

Kads =
[PS]

[P ][S]
(2.3)

In equilibrium, the concentrations of P, S, and PS remain constant. Therefore,

one finds the following relationship between the rates of reactions [30]:

kads
kdes

= Kads (2.4)

For an organic-inorganic interaction, the most important reported thermody-

namic property is the change in the free energy upon adsorption [30]. Free energy

is a thermodynamic state function such that, at equilibrium, its changes depend on
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its quantity in the initial and final states, irrespective of how the system arrived to

the new state [42]. The changes in the Gibbs free energy for peptide-inorganic in-

teraction can be illustrated by changes between the free energy of the solution state

(where the surface and the peptide are far from each other, and there is no interac-

tion between them) and in the adsorbed state (where the peptide and the surface are

in contact with each other)[30].

2.3 Driving Force

At present, the nature of peptide-inorganic interaction is not completely understood.

To understand the mechanism of peptide adsorption into an inorganic surface, the

enthalpic and entropic components of the free energy of the system should be con-

sidered [43].

Generally, adsorption is an exothermic reaction, because there is a tendency to

minimize the enthalpy of the system. Moreover, losing mobility due to adsorption

decreases the entropy of the system. This decrease in entropy is less reported for

long polypeptides compared to several short ones, while the total adsorbed mass is

equally considered [43].

Electrostatic interactions have been shown to be an important component of the

driving force for this type of interactions [44, 45]. Other forces, such as hydropho-

bic or hydrophilic interactions, hydrogen bonding, and van der Waals forces have

significant contribution to the driving forces of the interaction, especially where

peptides are neutral or have repulsive charge conditions [44, 46].

The organic-inorganic interaction can be influenced by different factors such

as: intrinsic properties of peptides, inorganic surface physiochemical properties,

and the media where the complex is present [47].

Amino acid differences are the reason for the diversity among peptides. The

inherent properties of peptides, which are known to have influence on peptide-

inorganic binding, are charge, hydrophobicity and peptide conformation. The net

charge of a peptide also plays a key role in electrostatic interactions with charged

surfaces [43, 47].
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The properties of the media in which the adsorption process occurs, also have

a strong effect on peptide-surface interaction [43, 47]. These properties include the

ionic strength, pH, solution fraction and the temperature of the media [43].

Peptides and surfaces can have different electrostatic states at different pH [48].

For instance, the charges of metal oxides, hydroxides or peptides depend on the net

gain or loss of protons in the media.

Ionic strength represents the concentration of dissolved ions in the media. Elec-

trostatic interactions between charged elements, peptide-peptide and peptide-surface

couplings decrease when ionic strength increases [43]. Different studies have shown

that the type of salt ions present in the media also has an effect on adsorption pro-

cesses. Peptide precipitation may increase with the presence of high concentrations

of ions, like SO2�
4 and Mg2+ or reduced by ions, such as NH+

4 [49, 50]. Ca2+ is

reported to increase the peptide-surface binding [51] by acting as a bridge between

the peptide and the surface.

The increase in temperature causes the acceleration in diffusivity and mobility

of peptides towards the surface and a net gain of entropy by releasing adsorbed salt

ions and water molecules [43].

2.4 Surfaces and Interfaces

To gain insight into the adsorption behaviors of materials-binding peptides, charac-

terization of the surface of the target material is as important as the conformations

of the peptides themselves.

Characterization of the target inorganic material surface has a huge impact on

gaining insight into organic-inorganic interactions. The shape of a solvated material

interface, the presence of steps, kinks, and defects on the planar material surface,

and its charge state in solution with different pH are some examples of the important

factors, which have effects on the adsorption of organic molecules on surfaces [52].

Moreover, the tendency of materials to oxidize adds some challenges to the

understanding of how peptides recognize these materials; as some materials, such

as semiconductors (e.g. GaAs and CdSe), represent complex oxide structure and are
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not very well understood at the atomistic level [30]. Lastly, the above-mentioned

factors have an influence on the structure of the solvent at the interface in addition

to the material surface structure [30].

Another level of complication arises in the surface reconstruction. Crystals have

a repetitive pattern in three-dimensional space for the arrangement of their atoms,

ions or molecules. Different crystalline surfaces are generated by cutting the bulk

crystalline material along a plane, which is defined by three points (which are not

all collinear) in crystal lattice. Each crystalline surface can represent a different

arrangement of atoms on the surface (see Fig 2.1).

Therefore, a favorable surface reconstruction affects the peptide adsorption on

the surface via a change in the arrangement of atoms and solvent structures on the

surface at the interface [30].

The structure of the solvent at the interface is thought to have a huge effect on

the peptide structure in its adsorbed state [30]. One possible way for this effect can

be the changes in the solvent’s hydrogen bonds in the interfacial region. This can

possibly alter the probability for peptide-interfacial solvent hydrogen bonds.

The thermodynamics of the peptide-inorganic surface complex depends on how

tight and strong the solvent and surface interaction is. If the peptide is making

direct contact with the surface, it will replace the solvent molecules on the surface

[53, 54]. This can be analyzed in terms of free energy.

The changes in free energy can be attributed to a loss of enthalpy for the released

solvent molecules, a gain of enthalpy for peptide adsorption, a gain in entropy for

joining water molecule which are replaced by peptide to the bulk, and a loss in

peptide entropy because of its binding to the surface.

2.5 Secondary Structure and Function

Peptides are made up of distinct sequences of amino acids, which form polypep-

tide chains. A peptide secondary structure is defined by the pattern of hydrogen

bonds formed between carbonyl oxygen and amine hydrogen atoms in the peptide

backbone. The other way to define a secondary structure is based on a regular pat-
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Figure 2.1: Planes with different Miller indices in calcite.
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tern of dihedral angles in the backbone in a particular part of the corresponding

Ramachandran plot (2.2) [55]. Secondary structure provides the scaffold for the

peptides.

An alpha-helix, a beta-sheet, a polyproline II helix (PPII), and a beta-turn are

some examples of secondary structures. In this area, a random coil is not referring

to a specific secondary structure. It has been defined as the situation under which

dihedral angels of each residue backbone do not depend on neighboring residues.

It can be concluded that all the possible conformations should be sampled in these

cases [56].

Up until now, experimental studies showed a lack of well-defined secondary

structures for peptides in solution and in adsorbed states on surfaces [57, 58, 59, 60].

Figure 2.2: Ramachandran plot. The values of and angles (or conformation) which
are possible for an amino-acid residue in a protein.

The relation between a protein’s three-dimensional structure and its function is

still under investigation. Researches show that a 3D structure is not necessary for

proteins function [30].

Within our body, more than 40% of proteins are partially unfolded or without

any well-defined structure in their active form [61]. These proteins, which lack a

three-dimensional structure, are known as Intrinsically Disordered Proteins/Peptides

(IDPs) [62, 63]. IDPs can get different conformations upon external stimulus, such
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as binding and are showing target dependent conformations [64, 65].

The inorganic-binding peptides are thought to change their conformations upon

adsorption [30]. This has led to the idea that inorganic-binding peptides can be

classified as IDPs [57].

Experimentally determining a peptide’s conformation on the material interface

in solution is a complicated task. Interconversion among different conformations in

the state of adsorption and structural changes caused by peptide-peptide interactions

can be examples of this complexity [66, 67]. Therefore, obtaining structural infor-

mation at the atomistic level for a peptide adsorbed on inorganic surfaces remains a

challenge [30].

Understanding the relation between a peptide sequence and all conformations

supported by its sequence and its tendency to selectively bind to a surface plays a

key role in future inorganic-binding peptide design.

There are many examples that show a particular sequence of the amino acids in

a given peptide controls binding selectivity and affinity between the peptide and the

material substrate [30, 68]. As an example AQNPSDNNTHTH binds to GaAs with

high affinity and to silica with low affinity [69]. By changing the order of amino

acids to TNHDHSNAPTNQ the selectivity will be destroyed, and its binding to

both materials with the same strength is found [69].

Therefore, it is clear that a sequence of the peptide is an important factor for

selectivity and affinity of this peptide to a given inorganic material; and that having

the residues, which have strong individual binding properties for the material, is not

enough [30, 58].

In addition, each peptide-inorganic binding interaction is unique, and one can-

not see obvious patterns among strong binders for a given material or noticeable

differences between strong and weak binders [30, 60, 70, 71, 72, 73].

Today’s computational technology can help us study the interactions between

peptides and inorganic surfaces at an atomistic level. The computational modeling

can show us interactions between atoms and lead to a better understanding of the

link between sequences of peptides and their affinity and selectivity for a given

inorganic material.
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2.6 Experimental Methods

There are two approaches to select peptides for an inorganic target; one is deriving

them from naturally occurring protein-inorganic complexes; for example R5 pep-

tides extracted from diatoms [74]. The second approach is a combinatorial based

approach such as phage display [75, 76] and cell-surface display [33, 39].

Phage display is the most common approach among combinatorial techniques

and is used for selecting strong binding peptides through a screening process [77].

Several kinds of phage can be used in this technique. T4, T7 and M13 phages are

some examples.

M13 is the best-characterized and the most commonly used library display. M13

bacteriophage (phage) is a bacterial virus comprised of a single-strand DNA (ss-

DNA) contained in minor and major coat proteins. Gp3 and gp8 coat proteins are

suitable choices in M13 for making a display library [78, 79].

The libraries are generated by insertion of random DNA sequences (nucleic acid

sequences) into a certain location of the phage genomes or bacteria plasmids. The

sequences are expressing specific peptide sequences on the surface of a bacterium

or a phage.

These peptides are usually 5-38 amino acids long, longer sequences decrease

the phage viability and efficiency [78]. Millions of different peptides are generated

on the surface of different phages or cells. Diversity of peptide libraries can go up

to 1011 different sequences [76, 80].

In the first step, the entire library content is exposed to a target substrate. The

non-bound phages are removed in washing steps, and bound ones are collected

and amplified in the Escherichia coli bacterial host. The elute phages or cells are

exposed to the target material. These steps are repeated with more restricted washes

until the phages with strong binding to the target material remain.

After identifying the phages with high affinity, their DNAs are sequenced to ob-

tain the peptide sequences with high affinity to the specific material. These peptides

are called genetically engineered polypetides for inorganics (GEPI) [71].

The pioneering work for selecting peptides for inorganic material using the
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combinatorial based approach has been done by Stanley Brown by surface display

to select gold-binding peptides [81]. In the last decade, peptide sequences have been

selected for different targets by using these methods, namely: metals and their ox-

ides, Au [81, 58], Ag [72], Pt [82, 83], SiO2 [68, 84], Cu2O [85], ZnO [86, 87], TiO2

[88, 89, 90], and ZrO2 [91], minerals including hydroxyapatite, calcite, sapphire

[92, 93, 94], semiconductors including GaN, ZnS, and CdS [70, 95, 96], graphite

[97, 98], and diamond-like carbon [99]. This information has been obtained from

Bio-Inspired Nanotechnology: From Surface Analysis to Applications [30].

Phage or cell display methods have been widely used during the past decade but

have not significantly improved [100].

The main limitation of these methods is the heavy bias in the combination of

the library sequences [100]. To illustrate, there are several amino acids which are

very rare or even not present in the whole library (e.g. cysteine) [100, 101].

Other limitations are included in not having dominant sequences or background

interference caused by nonspecific binding peptides [74].

2.7 Computational Studies

Molecular simulation of organic-inorganic interactions can provide a detailed atom-

istic insight and reveal remarkable principles of the interactions. Modeling can be

performed at different levels of detail. The factors involved in the selection of the

methods used, are the type of information required, the process time scale, and the

size of the system.

Among all multi-scale simulation methods, there is always a give-and-take re-

garding the accessible time and the desired accuracy [102].

The methods that have been used in this field can be narrowed down to Quantum

Mechanics (QM), Monte Carlo (MC), and Molecular Dynamics (MD) simulations.

2.7.1 Quantum Mechanics Simulation

Quantum mechanics (QM) represents the highest level of theory and is treating elec-

tron transfer, bond forming or breaking, etc., i.e. generally speaking the inclusion
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of electronic effects. This method reveals an accurate binding energy and confor-

mational properties of a peptide in the adsorbed state on the inorganic material such

as, interatomic distances and angles.

This method is computationally very expensive and is limited to a small number

of atoms. Such calculations on even a small system can be used for improving

molecular mechanics force fields [103, 104].

QM calculations have parameterized single amino acids in contact with hydrox-

yapatite (HAp) [105], gold [103, 106, 107], copper [108, 109], nickel [110], TiO2

[111].

2.7.2 Molecular Dynamics Simulation

Molecular dynamics (MD) is a deterministic method. The time evolution of the

state of each atom is determined by solving its equations of motion (Newton’s laws)

for a specific thermodynamic ensemble. Based on theory, thermodynamic ensem-

ble averages should be obtained if an MD simulation runs involved a sufficiently

long time. In such a state, the system reaches its equilibrium and thermodynamic

properties can be calculated [112, 113].

This classical simulation method uses a force field (FF) which is an interatomic

potential energy, whose parameters are obtained from experimental data or quantum

calculations. This allows to study interfaces and dynamics of much larger and more

complex systems. Several FFs for a wide range of organic molecules have been

developed [114, 115, 116].

There are some FFs which have been developed for use with minerals and their

interfaces in solution, ranging from a simple non-bonded point of view [117], to

bonded layers [118, 119], and reactive methods [120].

The main problem in simulating organic-inorganic interactions is no force field

has been developed to consider organic-inorganic interface mineral computation-

ally. Therefore, in MD simulation of these systems, combination of general FF and

mineral FF have been used. MD simulation of adsorption of small alcohol onto

Al(OH)3 using the combined FF showed the results with agreement with experi-

mental results [121].
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MD simulation has been used to model the adsorption of different types of

organic molecules onto mineral surfaces. Some examples can be small organic

molecules [122, 123, 124, 125], bioorganic acids [126, 127, 128], polymers [129,

130, 131], and entire nucleic acid strands [132, 133, 134, 135, 136].

One of the advantages of MD simulation is its ability to calculate kinetic prop-

erties.

2.7.3 Monte Carlo Simulations

The Monte Carlo (MC) method is a technique to obtain possible configurations of

the system. In principle, MD should be able to sample all these configurations,

but in some cases, MD is not efficient, especially when the rate of change in the

system’s dynamics is extremely slow.

The most common used implementation of the MC method is the Metropolis

algorithm. In each step, MC randomly changes the configuration and calculates the

corresponding energy. If the change in energy is negative the move will be accepted

and if it is positive, the new configuration will be accepted with a probability of

exp(-E/kBT). Like an MD simulation, in MC simulations the average will converge

to a thermodynamic average.

The simplest MC model for studying organic-inorganic interactions is on a ho-

mopolymer [137]. From this model, a complete folding phase was obtained [138].

Another study focused on pH-dependence of the adsorption of a charged polymer

on the surface [139]. Some other studies showed the conformations of proteins at

a particular surface along with their interaction properties [140, 141, 142]. More

complex studies apply explicit solvation in the simulations of a small peptide on a

surface [143, 144].

Recently, the MC-plus-minimization method has been used to determine the

minimum energy and a complementary structure between peptide and surface [145].

Most of the computational methods that have been implemented to study the

organic-inorganic complexes used experimentally determined sequences and fo-

cused on the understanding of the interactions and driving forces within the system.

However, few studies have identified binding peptide sequences for a given material
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in silico.

Oren et al. categorized experimentally selected peptides based on a sequence

similarity scoring matrix and predicted new sequences with known affinity based

on this matrix [68].

In another computational study by Masica et al., 16-mer peptide sequences have

been designed involving 7 amino acids of the 20 naturally occurring ones [145].
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Chapter 3

Methods

3.1 Library

The twenty standard amino acids have been grouped in seven different categories as

acidic (Aspartic acid, Glutamic acid), basic (Arginine, Histidine, and Lysine), polar

(Asparagine, Glutamine, Threonine, Tyrosine and Serine), non-polar (Methionine,

Phenylalanine, Proline, Tryptophan, Valine, Alanine, Cysteine, Glycine, Isoleucine,

and Leucine), aromatic (Tryptophan, Phenylalanine, and Tyrosine), nucleophilic

(Threonine, Serine, and Cysteine) and special cases (Cysteine, Glycine and Proline)

to cover all their distinct chemical properties. All possible permutations of the

amino acids in each group have been considered. This classification produced a set

of with 10,965 different 4-mer sequences; these peptides were built by the XLEaP

module of AMBER [146] using their linear sequences.

3.2 Molecular Dynamics Simulations

In order to obtain energetically equilibrated peptide structures we performed molec-

ular dynamics (MD) simulations for each of the peptide structures generated in our

virtual library. All simulations were carried out within the canonical ensemble (at

a constant temperature) using the SANDER program in AmberTools12 [146]. The

AMBER99SB force field [147] was employed and implicit solvation effects were

introduced by using the Generalized Born module [148] in AMBER12 [146].

The peptide structures were minimized for 500 steps of steepest descent fol-

lowed by 500 steps of conjugate gradient algorithms.
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In the next step the system was heated up from 0 to 300K. The system was

simulated over 50ps in six incremental stages. As we could not start with an exper-

imental crystal structure (which was obviously not available) and the system was

generated manually, it is not stable enough therefore it is heated up in different

stages to be equilibrated in each stage and by doing so the chances of exploding the

system, were significantly reduced. A very short time step was used as a heating

step to be able to control the relaxation of the system.

The fully unrestrained system was simulated for 50 ns at 300K generating 50,000

three-dimentional conformational structures for each peptide.

3.3 RMSD-based Structure Clustering

The generated peptide structures were clustered to obtain manageable numbers of

representative structures. The average-linkage algorithm [149] in the PTRAJ utility

of AmberTools12[146] was used for this purpose. To remove structural differences

due to rotations or translations the conformations were RMSD-fitted to the structure

at the start of the production step. 5000 peptide conformations, at an interval of 20

ps of the entire MD simulation, were clustered based on mass-weighted RMSD of

the backbone to 1-100 clusters.

To find an optimum number of clusters for each peptide two clustering met-

rics, the Davies-Bouldin index (DBI) [150] and the percentage of variance (sum of

squares of the regression (SSR) total sum of squares (SST) metrics)) [149] were

calculated. The best number of clusters would ideally occur at a local minimum

of the DBI values and a corresponding plateau in the percentage of variance [149].

The highest populated clusters for each peptide whose total was more than 70% of

the total conformations in the representative trajectory were used for analysis using

the recently developed Wigner-D function algorithm [151] that allows for rapid and

accurate 3D geometrical shape analysis.
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3.4 The Wigner-D Function Algorithm

The Wigner-D function algorithm is a de novo algorithm for comparing arbitrary 3D

structures with different number of atoms, which was recently developed by Saberi

et al. [151]. It was used for determining the level of shape similarity between a

peptide and the target calcite surface.

In this algorithm, the Cartesian coordinates, xyz, of all atoms in a molecule are

converted to the corresponding Euler angels, ↵��, relative to molecule’s center of

mass. Second step would be defining the molecule shape function f(↵, �, �). The

peptide is defined as the convex hull of the structure composed all of the peptide’s

atoms. The presence of the molecule’s atom in a voxel makes the f function equal

to one and f is zero in the absence of an atom. This function is expanded in term of

Wigner-D function (equation 3.1) [151].

f(↵, �, �) =
1X

l=0

lX

m=�l

lX

n=�l

ClmnD
l
mn(↵, �, �) (3.1)

Dl
mn is a Wigner-D function and it is defined as below (equation 3.2) and Clmn

are expansion coefficients [152, 151].

Dl
mn(↵, �, �) = e�im↵e�im�dlmn(cos�) (3.2)

dlmn(cos�) is defined as [151]:

dlmn(cos�) = "

s
(1� ⌫+�

2 )!(1 + ⌫+�
2 )!

(1� ⌫��
2 )!(1 + ⌫��

2 )!
2

⌫+�
2 (1� x)

⌫
2 (1 + x)

�
2P ⌫�

l� ⌫+�
2
(x) (3.3)

where P l
m(x) is the associated Legendre polynomial, � = 1 if n � m and � = �1

if n < m, ⌫ = |n�m| and � = |n+m|

The discrete Fourier transform in terms of the Wigner-D function on SO(3) can

be written as below [151, 152, 153]:

f(↵, �, �) =
1X

l=0

lX

m=�l

lX

n=�l

f̂lmnD
l
mn(↵, �, �) (3.4)

f̂ is the Fourier transform of f . by comparing equation 3.4 with equation 3.1

it can be concluded that the Clmn coefficients can be Fourier transforms of the f
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function. It was understood that structure factor is representing the correspond-

ing Fourier transform of a shape function [154]. Thus, the Clmn coefficients are

introduced as the structure factors. The novelty in this method is illustrating the re-

lationship between the expansion coefficients and the structure factors. Considering

the calculated shape function, Clmn matrix elements can be obtained by equation

3.5 [151]:

Clmn =
(2l + 1)

8⇡2

Z Z Z
f(↵, �, �)Dl

mn(↵, �, �)sin�d�d↵d� (3.5)

Since a structure factor is a complex number, it can be translated to the 2D

Euclidean space. Therefore, for any molecule a space with a dimension of two

times of the calculated size of the structure factor can be defined. In the generated

matrix, the distance between each pair of elements is calculated and results in an

n ⇥ n matrix. The distances matrices of two molecules are used to indicate the

correlation between two molecules as the equation 3.6 shows.

D2 = 2
nX

i<j

nX

j=2

(dij � d0ij)
2 = 2

nX

i<j

nX

j=2

(d2ij + d02ij � 2dijd
0
ij) (3.6)

where dij and d0ij are the elements of the distance matrix for each of the two

molecules.

The equation 3.6 is a RMSD relation which is used most commonly for eval-

uating the shape similarity between two proteins. In this equation, if there is a

maximum similarity the D2=0 and if there is no similarity D2 = d2ij + d02ij . To ob-

tain a direct measure of shape complementarity between two molecules, Similarity

Value (SV) was defined as [151]:

SV =
1

2
(1� D2

d2 + d02
) (3.7)

SV and RMSD are not equivalent and the comparison between two molecules

with different number of atoms by SV gives more accurate results [151] since SV

is scale independent.

All the selected conformations from the clustering step were subjected to this

calculation. For all the groups except non-polar top 10% of the most similar pep-

tides were selected for further analysis. The corresponding number for the non-
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polar group was 1% (due to their lower probability of binding to the surface). For

each peptide’s most similar conformation have been used.

3.5 Visual Molecular Dynamics

Visual Molecular Dynamics (VMD) [155] was used to place the peptide on top of

the surface. The center of mass for the peptide and the surface was calculated and

the peptide moved above the center of the surface.

3.6 RosettaSurface

RosettaSurface [156, 157] has been used to dock the peptides onto the calcite 104

surface. RosettaSurface is a MC-based docking method which incorporates mini-

mization after each docking cycle.

RosettaSurface starts from a fully extended peptide chain that undergoes cycles

of refinement to get the structure close to what is frequently occurring in the Protein

Data Bank (pdb) database [158] In this study a modified version of RosettaSurface

[156, 157] was used to start with the structure predicted by an MD simulation and

selected by clustering and the use of the Wigner-D function algorithm.

The structure goes to n cycles (n between 1 and 5) of refinements in implicit

solvation. During each cycle, the peptide underwent two different loops of opti-

mization, an inner and an outer loop. The difference between these loops is in

the method of minimization, which is followed by each applied movement. The

outer loop used the conjugate-gradient minimization and the inner loop used a line

minimization along the initial gradient.

In each cycle the outer loop was repeated five times and the inner loop was

repeated five times for each outer loop.

At this point the surface coordinate was introduced and adsorbed-state complex

formed by bringing these two structures in contact in a random orientation. 5-

n refinement cycles (similar to the solution state refinement) were applied to the

complex followed by a modified version of RosettaDock [159], a high-resolution

docking procedure [158]. In this modified version of RosettaDock the backbone,
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side-chain and rigid-body optimization are applied at the same time.

After completing the above-mentioned cycles two additional refinement cycles

are applied to get the lowest energy conformation. The RosettaSurface calculations

were run 100,000 times for each sequence to reach the thermodynamic ensemble

average.

Hawng et al showed that the 104 surface of calcite is the most stable one [160].

Therefore, the 104 surface was selected for this study.

The Lennard-Jones parameter in the force field used by RosettaSurface was

selected from Stockelmann et al. [145, 161].

The free energy landscape of water on the 104 calcite surface was calculated

by Kerisit and Parker [162]. In RosettaSurface, the parameter for the solvation free

energy evaluation was calculated from the water density profiles given in the Kerisit

and Parker study [158].

Atomic charges were taken from a quantum mechanical study [158].

3.7 The Scoring Function

Almost all empirical all-atom molecular mechanics force fields (FFs) are made to

represent biological systems and phenomena [163]. FFs are parameterized for a

particular application and their parameters are tuned for that one application and

usually are not suitable for a different kind of simulation [163].

Force field transferability is the main challenge in the simulations of protein

adsorption behavior on an inorganic surface [163]. The challenge arises because

of the differences in the driving forces that rule protein conformation behavior in

solution, which is the parameter set in the protein FFs such as AMBER94 [164],

and those that govern the protein adsorption behavior near the solid surface [163].

Therefore, for protein-surface interaction simulations new parameters are es-

sential and needed to be able to consider adsorption behavior. In protein-inorganic

surface interaction simulations, few parameters are developed because of the lack

of experimental data [158]. Consequently, few of the existing parameters are devel-

oped, which are suitable for use in this kind of simulation [163, 165].
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The default Rosetta scoring function, score12 [166], contains both statistical

and physical terms [158]. This scoring function was developed to recover the folded

structures of proteins.

Score12 is a linear combination of different variables that model varying in-

teractions between atoms. It consists of an implicit solvation [167], a Lennard-

Jones interaction, angle-depended hydrogen-bonds [168], short-range electrostatics

(knowledge-based), backbone and a side-chain torsion potential extracted from Pro-

tein Data Bank (PDB), and unfolded state energy for 20 naturally occurring amino

acids as a reference energy [169].

The score12 has been used as a starting point for a protein-inorganic surface

interaction scoring function [158]. A distance dependent dielectric coulomb inter-

action term [170] has been added for considering protein side-chains interaction

with charged surface ions [158]. The final scoring function in RosettaSurface is

(3.8) [158]:

Etotal = WvdWEvdW +WelecEelec +WHbondEHbond +WsolvEsolv (3.8)

Where Wi are weights and Ei indicates energy functions. Table 3.1 shows some

of the RosettaSurface scoring terms.

Energy term Discription

fa_elec Coulomb interactions with distance-dependent dielectric

fa_atr Lennard-Jones attractive

fa_rep lennard-jones repulsive

fa_intra_rep lennard-jones repulsive between atoms in the same residue

fa_sol Implicit solvation model based

hbond_bb_sc Orientation-dependent backbone–side-chain hydrogen bonding

hbond_sc Orientation-dependent side-chain–side-chain hydrogen bonding

hbond_sr_bb Short-range orientation-dependent backbone–backbone hydrogen bonding

fa_dun Internal energy of sidechain rotamers

Table 3.1: Rosetta scoring function terms.

In RosettaSurface software the energy function is based on physics and statistics-

derived potential terms and it does not match the actual energy units such as kcal/mol.
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The energy unit in this software is REU for (Rosetta Energy Unit) and it should only

be interpreted in relative terms, i.e. by ranking the affinity of various structures with

respect to one another.

3.8 Binding Energy Calculations

The most important thermodynamic quantity in organic-inorganic interactions is the

change in the free energy [30]. Our assumption in the Gibbs free energy for such

a system is the difference between energy at constant pressure and temperature in

solution, where the peptide is far from the surface and in the adsorbed state, where

the peptide and the surface are in contact with each other.

Binding energies for 100 complex structures with lowest energy for each pep-

tide were calculated and a histogram with a 0.1 energy step was drawn. The most

frequent binding energy value among the top 100 complex structures was selected

as a representative binding energy for each peptide. The calculated binding energy

along with a Rosetta score for the adsorbed state of each peptide-surface complex

was used as a reference to identify the strong and weak binders.
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Chapter 4

Results

4.1 Library

All 20 naturally occurring amino acids were grouped into seven different classes

to cover all chemical properties. In each group all the possible permutations of

amino acids have been considered for producing 4-mer peptides. This classification

includes 10,965 different sequences. The 50 ns MD simulation was carried out to

produce all possible conformations for each peptide which was 50,000 different

conformations for each sequence.

4.2 Clustering

The position of the backbone for all the conformations of a sequence has been

identified and similar ones have been clustered; the conformation which was in the

middle of the group geometrically was used as a representative for all the members

of the group. Table 4.1 shows the number of obtained conformations for each class

of amino acids as well as the their abbreviations.
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Amino&acids&
involved

Number&of&
sequences

Number&of&
structures

Number&of&
representative&
structure&after&
clustering

Acidic& !DE 16 800000 50
Basic& !RHK 81 4050000 200

Aromatic& !WFY! 81 4050000 286
Nucleophilic& !TSC 81 4050000 322
Special:cases& CGP 81 4050000 328

Polar& !NQSTY 625 31250000 2166
Non:polar& !MFPWVACGIL 10000 500000000 33636

Table 4.1: The amino acids presents in each group, number of sequences as well as
number of structures before and after clustering

Figure 4.1 is an illustration of different conformations of one sequence. These

conformations belong to the ar10 peptide with the sequence (Phe,Phe,Tyr,Phe) in

the aromatic group.

(a) (b)

(c)

Figure 4.1: Different conformation of peptide ar10 (FFYF).
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4.3 The Shape Complementarity

The shape complementarity between selected representative conformations of pep-

tides (from clustering) and the calcite 104 surface was used as a filtration step to

narrow down the number of representatives to a manageable number. The Wigner-D

function algorithm was used to perform this comparison.

This algorithm compares the shape of two molecules based on their RMSD and

shape similarity scores. All the different conformations obtained from clustering

have been subjected to this calculation.

The ranges of similarity for different groups are shown in Table 4.2. The sim-

ilarity value (SV) is between 0 and 0.5. Identical structures have a 0.5 value. In

our case the structures were not expected to be very similar as we were comparing

crystalline surface of calcite 104 and the 3D structure of a peptide.

     max$SV$      min$SV$

Polar 0.147236 0.011644
Aromatic 0.147236 0.018967
Basic 0.130216 0.01844

Non4polar$ 0.129694 0.007801
Special$cases$ 0.081105 0.008555

Acidic 0.064191 0.016455
Nucleophilic$ 0.059446 0.016451

Table 4.2: The range of similarity value (SV) between calcite 104 surface and pep-
tides in different groups.

Polar and aromatic groups showed the best similarity compared to the other

groups. For each group, except the non-polar, 10% of the peptides which had the

highest similarity to the calcite 104 surface were selected. The top 1% of pep-

tides similar to calcite 104 surface in the non-polar group were selected to obtain a

reasonable number for representatives.
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4.4 RosettaSurface

One percent of the non-polar sequences and ten percents of the aromatic, acidic,

basic, nucleophilic, special-cases, and polar groups were selected and for each se-

quence only one conformation was used. The selected conformations had the most

shape similarity with the calcite 104 surface.

These selected sequences were docked to the calcite 104 surface using the

RosettaSurface software package.

These calculations gave the structural details of the peptides binding to the sur-

face and the scoring function for the system. The scoring function for each sequence

in solution and for adsorbed states was calculated for all the 100,000 complex struc-

tures.

The sequences with more than 60% negative energy in their adsorbed state dur-

ing the simulation were considered as potential binders to the surface; this factor

guaranteed to lead to a high affinity to the surface. For each sequence, 100 struc-

tures with the best score were selected for analyzing the peptide adsorption behavior

on the calcite 104 surface.

In Fig. 4.2, the darker column shows the percentage of sequences with at least

one pose with a negative energy during the simulation and the brighter column

shows the percentage of sequences with more than 60% negative energy during the

simulation.

Tables (4.3,4.4,4.5,4.6) show the ranges of energy and percentage for nega-

tive poses among the 100 structures with the lowest scoring functions for potential

strong binders in each group.

Non-polar, aromatic and acidic groups did not meet the conditions for strong

binders. For the aromatic group, the best negative energy belonged to a sequence

with -1.475 REU and only 0.3% of its selected structures showed negative energy.

In the acidic group, the best energy was -2.151 REU and 26% of its selected struc-

tures had negative energy. These numbers for the non-polar group are -1.321 REU
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Basic negative+energy(%)+
min+adsorbed+

state+
energy(REU)

max+adsorbed+
state+

energy(REU)+

b63 84.69 &3.337 4.332

Table 4.5: Basic potential strong binders.

Polar negative,energy(%),
min,adsorbed,

state,
energy(REU)

max,adsorbed,
state,

energy(REU),

p19 71.02 &4.599 1.689
p266 97.26 &4.567 2.44
p113 99.78 &4.445 1.302
p104 90.09 &4.130 3.149
p34 66.75 &3.656 2.435
p243 67.16 &3.561 2.846
p294 62.32 &3.448 2.233
p94 75.24 &3.365 5.485
p87 77.16 &3.364 2.438
p509 63.00 &3.065 3.106
p530 62.93 &2.634 4.34
p392 62.87 &2.351 2.621
p293 71.61 &2.264 1.778
p324 79.24 &2.007 6.359

Table 4.6: Polar potential strong binders.
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and 1%.

The sequences with more than 60% negative energy during their simulation

were considered as potential binders to the surface; this factor guaranteed to lead to

a high affinity to the surface.

4.5 Binding Energy

As mentioned in Chapter 2, the most important thermodynamic feature in organic-

inorganic interactions is the change in the free energy. The most promising ap-

proach for determining binding energy is the energy difference in the adsorbed and

solution states.

For calculating the binding energy, the average of the energy for the peptide and

surface in solution state for the selected poses was subtracted from the total energy

for each of the selected poses in their adsorbed states. A histogram of these data

was plotted to obtain the most accurate representative binding energy for each se-

quence. The graphs below show these results for the polar group.

The binding energy for potential binders in the polar group was calculated as

-4.2 REU for p19, p266 and p113; -3.6 REU for p509; -3.5 REU for p243; -3.3

REU for p37 and p87; -3.2 REU for p324; -3.1 REU for p294; -2.9 REU for p34;

-2.4 REU for p94 and p104; -2.3 REU for p293 and -2.2 REU for p530.
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The binding energy for the special-cases group was calculated as: -2.5 REU for

s15; -2.3 REU for s33; -1.7 REU for s51; -1.3 REU for s24; -1.1 REU for s41 and

-0.7 REU for s39.

The strong binders were chosen based on the binding energy. The cut-off for

strong binders’ binding energy was assumed to be -3 REU. Table 4.7 lists the name,

energy, and amino acid components of these sequences.

Strong'binders binding'energy' sequence
p266 !4.2 NTNS
p113 !4.2 SSYN
p19 !4.2 TTNN
p509 !3.6 TQNY
nu67 !3.5 STTC
P87 !3.3 QSTN
P37 !3.3 QSQN
p324 !3.2 TYSS

Table 4.7: The predicted strong binding peptides.

The highlighted sequences were reported to wet lab experts in the Ingenuity Lab

at the University of Alberta, to validate our calculations. The summarized results

show that most of the strong binders came from the polar groups. Table 4.8 shows

the values for each term of the energy for strong binders.

Total fa_atr fa_dun fa_elec
fa_intra_r

ep
fa_rep fa_sol

hbond_

bb_sc

hbond_

sc

hbond_

sr_bb

p324 -2.007 -9.194 1.823 -3.861 0.041 0.947 10.49Ϭ 0 -1.371 -1.635

p266 -4.567 -10.310 2.715 -3.564 0.024 0.327 11.63Ϭ -1.692 -1.213 -1.029

p113 -4.445 -8.989 3.597 -4.831 0.036 0.322 9.39Ϭ -1.292 -0.89Ϭ -0.992

p87 -3.364 -7.050 4.06Ϭ -3.160 0.023 0.165 7.757 -1.937 -0.874 0

p37 -4.034 -7.837 4.933 -4.266 0.025 0.661 8.593 0 -0.889 -2.127

p19 -4.599 -4.198 3.422 -6.018 0.019 0.309 5.148 -0.268 0 -1.129

p509 -3.065 -10.300 4.834 -3.983 0.047 0.179 10.6ϬϬ -2.042 -0.533 0

nu67 -3.601 -5.067 0.189 -3.532 0.012 0.196 5.736 -0.22Ϭ -0.101 -0.988

Table 4.8: A breakdown of energy contribution for a selection of strong binders.

The main contributions in the calculated energy belong to the fa-atr (Lennard-

Jones attractive between atoms in different residues) and the fa-elec (Coulombic

electrostatic potential with a distance-dependent dielectric) groups.
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A protein-surface contact map graph provides information about contacts be-

tween each residue in the sequence and the calcite 104 surface for the 100 top ad-

sorbed state structures. The y-axis shows the perpendicular distance between each

residue and the surface in angstrom. Different colors in these maps show different

frequencies of the presence of each residue in a particular position.

(a) (b)

Figure 4.24: a:p19 surface contact map plot. b:p19 dominant binding pose.

(a) (b)

Figure 4.25: a:p266 surface contact map plot. b:p266 dominant binding pose.
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(a) (b)

Figure 4.26: a:p113 surface contact map plot. b:p113 dominant binding pose.

(a) (b)

Figure 4.27: a:p509 surface contact map plot. b:p509 dominant binding pose.
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(a) (b)

Figure 4.28: a:nu67 surface contact map plot. b:nu67 dominant binding pose.

(a) (b)

Figure 4.29: a:p87 surface contact map plot. b:p87 dominant binding pose.
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(a) (b)

Figure 4.30: a:p37 surface contact map plot. b:p37 dominant binding pose.

(a) (b)

Figure 4.31: a:p324 surface contact map plot. b:p324 dominant binding pose.

54



In p19 (TTNN), most of the poses among the top 100 poses during simulation

showed no intramolecular interactions other than the N- and C-terminus ionic inter-

action.

In p266 (NTSN), a side-chain carbonyl of N interacts with NH of the backbone

of residues at position three and four.

In p113 (SSYN), the backbone of N (NH) interacts with the O of serine at

position one. Also the O of serine at position one interacts with the NH backbone

of residue two.

In p509 (TQNY), no interaction other than the inter-terminal ionic interaction

has been detected.

In p37 (QSQN), other than terminal, carbonyl (O) of the residue one interacts

with the NH of the backbone of residue four.

In case of p87 (QSTN), the NH side-chain of glutamine interacts with the O of

the backbone of serine and the O of the side-chain of serine interacts with the H of

the backbone of asparagine.

In Nu67 peptide we have identified the terminal ionic interaction and the inter-

action between the backbone of Threonine (NH) at position two and the side-chain

of serine (O).

Figure 4.32 shows a flowchart of the method and the way we selected the eight

strong binders from among the ⇠11000 different sequences.
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Chapter 5

Experimental Validation

5.1 Methods1

5.1.1 Peptide synthesis

All amino acids [THR(tBu), TYR(tBu), ASN, SER, PRO, TRP(Boc), PHE, MET,

ILE, CYS(Trt)] and preloaded resins [Fmoc-Ser(tBu), Fmoc-Asn(Trt)-, Fmoc-Cys(Trt),

Fmoc-Trp(Boc), Fmoc-Phe, Fmoc-Leu Wang resins] were purchased from AAPPTec

LLC. (Louisville, KY, USA) and used as received. An automated solid-phase pep-

tide synthesizer (AAPPTec Focus XC) was used to prepare the required sequences

following standard batch-wise Fmoc chemistry. Peptide sequences (see Table 5.1)

were synthesized executed on their respective preloaded Wang resins employing

HBTU activation chemistry. 20% pipiridine in DMF was used for deprotection.

Synthesized sequences were removed from resin with 95:2.5:2.5 TFA:TIS:DI-H2O

cleavage cocktail while shaking for an hour. Leaving the resins out via filtration,

peptides were precipitated in 50 ml of cold ether, centrifuged at 9000 rpms for 8

minutes decanting the remaining solution, continued by re-dissolving them in a 5ml

solution (1:1 ACN:H2O) and proceeded finally by lyophilization over 2 days (Lab-

conco FreeZone 4.5 plus). Purification of all peptides was achieved through reverse-

phase HPLC (AAPPTec UV3000 and two P3000) working with a Spirit Peptide 120

C18 10m 25 ⇥ 2.12 column (AAPPTec). Finally, peptide purities were analyzed

with a LC/MSD (Agilent 1100 Series) using a Zorbax SB-C18 5m4.6 ⇥ 250mm

(Agilent) analytical column and their mass was determined with mass spectrometer
1The experiments have been done at Ingenuity Lab at University of Alberta. The method detail 
is given by Dr. Sibel Cetinel.
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Table 5.1: Peptides ID and sequences

Peptide ID Peptide Sequence
p266 NH2-NTNS-COOH
p113 NH2-SSYN-COOH
p19 NH2-TTNN-COOH
np6688 NH2-PWFF-COOH
np4138 NH2-PWFW-COOH
np4346 NH2-MLIL-COOH
np4138 NH2-PICL-COOH

set to positive-ion mode.

5.1.2 Calcite Powder Preparation

Calcite mineral specimen (6 ⇥ 2 ⇥ 1.5) cm was received from the mine Durango,

Mexico, through John Betts, Fine Minerals, NY (figure 5.1). Mineral was grinded

in Mortar Grinder RM200 (Retsch Ltd.) at Thin Section Lab., Earth and Atmo-

spheric Sciences, University of Alberta. Grinded mineral was filtered through a

sieve shaker using a 106m sieve. Powder containing smaller then 106m (in diame-

ter) size particles was freshly used for the binding experiments.

Figure 5.1: Calcite mineral from Durango, Mexico

The size of the powder was analyzed under SEM (Hitachi FE-SEM S4800).

Samples were placed on a SEM stub with carbon tape. The images were taken

under 10kv and 20uA and a working distance of 8 (5.2).
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(a) (b)

Figure 5.2: SEM images of calcite powder filtered through 106m sieve.

5.1.3 Peptide Binding

Calcite powder was washed twice with water before the experiment. For each bind-

ing assay 45 mg powder was incubated with 0.1 mg peptide in 500ul diH2O. Incu-

bation was performed on a rotary shaker for an hour, in room temperature. Follow-

ing the incubation period, powder was settled with two minuets, centrifugation at

3000 rpm and unbound peptide was recovered. Unbound peptide solution was mea-

sured with NanoDrop (in UV-Vis mode). The absorbance at 227 nm was recorded

and bound peptide concentration was calculated. For each peptide 0.1 mg as the

starting concentration was used. A standard curve for each of them (0.1, 0.2, 0.4,

0.8, 1 mg/ml standards) was prepared and used to calculate the unbound amount.

This number was subtracted from initial amount of the peptide to find the concen-

tration of bonded peptide. Each experiment repeated at least twice with duplicate

measurements.

5.2 Results

Figure 5.3 shows the percentage of binding to calcite for each peptide. In this

study, linear regression between the experimental percentage of binding and com-

putationally calculated minimum binding energy was performed and R-squared was

calculated (Fig. 5.4) Three positive and four negative binders were selected to ex-

perimentally validate computational modeling predictions. Obviously, if we could

do the experiment on more peptides we could have got more precise results and
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In accordance to Pearson’s correlation coefficient (R), our result which is �0.767

shows that there is a strong negative correlation between the peptide-calcite 104

surface binding energy, calculated by our computational model, and peptide-calcite

104 surface binding percentage, which was obtained in experimental study. By as-

suming the p value to be 0.05 (which is a common level for educational research)

and considering the degree of freedom to be 5 (as we have 7 pair of data) the crit-

ical value for r, based on the correlation coefficient table, is �0.754. Therefore,

based on our result for r, we can be 95% confident to reject the null hypothesis and

announce a statistically significant relationship between our variables.

The determination coefficient (R-squared) in our study, which is 0.588, shows

that our first variable, peptide-calcite 104 surface binding energy, can impart 58.8%

share in peptide-calcite 104 surface binding percentage occurrence. In other words,

our computational model can predict up to 58.8% of the peptide-calcite 104 surface

binding percentage for each experiments. Furthermore, the adjusted R-squared for

our results, which is obtained by removing biased data, is 0.506, and still is a big

number for prediction the experimental results. Although the Pearson’s correlation

coefficient does not resemble the cause relation between two variables, in our study

it shows a good linear relationship.

Regression Statistics

R Ͳ 0.766834399
R Square 0.588034995
Adjusted R Square 0.505641994
Standard Error 17.21768559
Observations 7

Figure 5.5: regression statics for estimating the relationship between experimental
and computational study

By removing the outlier (data for p113) and performing another linear regres-

sion R-squared went up to 0.95 (see Fig. 5.6). The outlier can be predicted before

the experiments and by just considering the computational study. This will be ex-

plained in more detail in next chapter.
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Figure 5.6: Linear regression between experimental bonding percentage and com-
putational binding energy without outlier
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Chapter 6

Conclusions and Future Work

6.1 Conclusion

Peptide selection for binding to an inorganic material is an important tool in biotech-

nology, material science, medicine and so on. Up until now, there has not been

much progress in improving this technique and during the past 10 years all the

studies and associated works did not have a sufficiently substantial contribution to

make a major breakthrough in this approach [74]. Most of the experimental studies

in this field have faced many challenges such as having biased libraries and the ab-

sence of dominant sequences as positive controls, which mainly made the wet lab

studies in this area infeasible and without significant progress [74].

This study has introduced a new method for the selection of peptides for inor-

ganic material binding by in silico modeling. We have created a library of 4-mer

peptides with different chemical properties. We have been able to screen the li-

brary against an arbitary target material to identify and rank the strongest potential

binders. In this study we have utilized findings of previous studies in this field and

built on them.

First of all each peptide-inorganic binding pair is unique and has different prop-

erties and binding characteristics [60, 70, 71, 72, 73, 88, 171]. Based on this as-

sumption we could make a pool of different peptides. The amino acids were classi-

fied based on their chemical properties into seven groups (polar, non-polar, acidic,

basic, aromatic, nucleophilic and special-cases). 4-mer peptides could be built in

each group. They were selected to reduce the computational cost and represent a
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starting point for peptide selection for a specific surface. The sequences of amino

acids in a given peptide are instrumental in determining the binding affinity between

peptide and the material surface [68]. Therefore, all the possible permutations of

amino acids in each group were considered.

Hnilova et al. found out that peptide molecular conformation has a huge effect

on binding affinity [58]. In this study, possible conformations of peptides were

obtained by MD simulation. The fully unrestrained system was simulated for 50 ns

at 300 K, generating 50,000 conformations of each peptide.

Clustering grouped the similar structures and reduced the number of confor-

mations for each peptide. Conformations at an interval of 20 ps of the entire MD

simulation were clustered based on the RMSD of the peptide backbone from 1 to

100 clusters. The highest populated clusters, which gave more than 70% of the total

conformations in a trajectory, were chosen as peptide representative structures.

On the other hand, molecular recognition of a peptide by an inorganic material is

mostly based on molecular complementarity between a peptide (tertiary structure)

and material crystallography [39, 172, 173]. Shape complementarity between pep-

tides with different conformations and the calcite 104 surface was evaluated using

the Wigner-D function algorithm. For polar, aromatic, acidic, basic, nucleophilic,

and special-cases groups, 10% of structures which have the most similarity to the

calcite 104 surface were selected for further analysis. This number for the non-polar

group was reduced to 1% as the number of peptides and their conformations in this

group were much greater than those in the other groups. In the non-polar group,

the top 1% were selected to obtain a manageable number of conformations. For

each peptide, conformations with the most similarity to the surface were selected

for the next step. Polar and aromatic groups had the highest affinity among their

members for the calcite 104 surface. However, the aromatic group similarity was

not as trustworthy as the other groups, because its members had an aromatic ring

and it could be in good agreement with the flat crystalline surface of calcite, while

there could be no strong interaction between the two.

The next step in our protocol was using RosettaSurface to dock the selected

conformation of each peptide to the calcite 104 surface. This simulation is based
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on the optimization of the protein rigid-body orientation, side-chain and backbone

conformations on a solid surface. This results in the conformations of a peptide

adsorbed onto a surface as well as the energy for the whole system (peptide and

calcite 104 surface) in solution and for adsorbed states. Post processing calculation

on these simulations showed the perpendicular distance of each amino acid in the

peptide from the given surface. Based on this information, a strongly interacting

amino acid with the surface was identified.

The most important thermodynamic feature in organic-inorganic interactions is

the change in the free energy [30]. Therefore, comparing the binding energy of each

peptide was the last parameter for identifying the strong binders.

As peptides were very small (4-mer) the carboxyl-terminus and amino-terminus

could feel each other’s charges and form a strong ionic bond; this resulted in the

peptide forming a loop configuration. This arrangement allowed only one amino

acid at a time to interact with the surface; this applied to all strong binders except

p87. In case of p87 (QSTN), the NH side-chain of glutamine interacted with the O

of the backbone of serine and the O of the side-chain of serine interacted with the H

of the backbone of asparagine. These intramolecular interactions might have been

the reason to prevent the ionic bond formation between N- and C-terminus.

P266 (NTSN), p113 (SSYN) and p19 (TTNN) showed the best binding energy

(-4.2 REU). In all of them, asparagine (N) had a strong interaction with the surface.

The interactions were through hydrogen bonds between NH2 in the asparagine’s

side-chain and CO3 in the surface. These three peptides were used for experimental

validation. This specific interaction for p19 is shown in Figure 6.1.

In p266 (NTSN), a side-chain carbonyl of N interacted with NH of the back-

bone of residues at position three and four; this was likely positioning of the N in

right position and stabilizing the interaction of NH2 with the surface and hence this

structure had the best binding energy.

Experimental results showed that the p266 and p19 are strong binders for calcite

but p113 did not show strong propensity to bind to the surface. On the other hand,

our computational study showed that the predicted strong binders to interact with

that surface with the same residue and in the same way. The reason for this false
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Figure 6.1: p19 interaction with calcite 104 surface.

Figure 6.2: p266 interactions.
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positive result in the computational study can be explained by intramolecular inter-

actions; the p113 peptide contained various intramolecular interactions and having

low binding energy could be partly because of these bindings within the peptide.

Whereas, in p19 only the N- and the C-terminus interacted with each other and

the negative energy could be mostly because of the peptide and the given surface

interaction.

Next strong binders were p509 (TQNY), p87 (QSTN), and p37 (QSQN) with

the binding energy of -3.6, -3.3, and -3.3 REU, respectively. The interacting amino

acid in these peptides was glutamine (Q). The interaction happened through the

side-chain (NH2) of glutamine with CO3 of the calcite 104 surface.

In the top three strong binders N was the interacting amino acid and when it did

not interact, there was an increase in the binding energy. N and Q are almost similar

and their interactions with the surface were similar. The difference between them

is because of the additional CH2 in the glutamine (Q) side-chain which makes the

side-chain amide more electron-rich. This likely reflects on the hydrogen involved

in H-bonding with the surface and makes it less electropositive and weakens the

H-bond.

The other sequence that showed a strong binding energy was nu67 (STTC) with

-3.5 REU. In this case the binding to the surface happened through a hydrogen bond

between the OH in the serine side-chain and the CO3 on the calcite 104 surface.

In all strong binders the largest contribution to the binding energy belonged to

electrostatic interactions and the Lennard-Jones attraction potential. We concluded

that in peptide-inorganic surface interactions the non-bonded interaction parameters

(e.g., electrostatic and van der Waals) played a major role in peptide adsorption on

the inorganic surface, whereas, the peptide conformation was influenced by bonded

parameters.

At first glance, charged amino acids can come close to a surface with an oppo-

site charge by simple electrostatic interactions. Surfaces and amino acids charges

are pH dependent; the pH condition in solution will define the sign of the electro-

static interaction between a peptide and a surface. Thus, considering the simple

electrostatic interaction as the only factor in an organic-inorganic interaction, the
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prediction of amino acids adsorption on a given surface should be possible.

Some studies showed this electrostatic selectivity of amino acids on different

surfaces such as quartz and calcite [174]. On the other hand, an experimental study

showed the adsorption of negatively charged species on negatively charged surfaces

(pyrite and TiO2) [175, 176]. It can be concluded that the simple electrostatic model

is not sufficient to explain the selectivity behavior of a peptide over a specific sur-

face. It can be considered as a non-specific interaction [177].

Hydrogen bonding is one of the specific adsorption mechanisms in organic-

inorganic interactions. Although H-bonds are weak, they bring strength and speci-

ficity to two molecules interaction by forming adducts [177].

Spectroscopic and molecular modeling of peptides adsorption on silica in the

absence of water showed the hydrogen bonding between glycine carboxylic acid

group and silanol from the silica surface [178]. In another study, H-bonding patterns

have been seen in presence of the water molecules for glycine adsorption over silica

[179, 180]. One can say this interaction is specific and well-defined in glycine

adsorption on silica [177].

Another example can be the presence of electrostatic and H-bonding in lysine

adsorption on quartz [181, 182] .

In this study, specific hydrogen bonding was seen between all strong binders

and calcite 104 surface. Moreover, the calculations showed that one of the most

important components of energy belonged to electrostatic interactions. Hence, the

hydrogen bonding between the different strong peptides and the surface can be

assumed as a recognition mechanism of peptides over calcite 104 surface.

6.2 Future Work

During this study we have experienced limitations, which adversely affected our

achievements. We could have gained more accurate results and had a better un-

derstanding of organic-inorganic interactions if more progress was made on the

experimental front concurrently with our computational work. Thus, I believe there

are some indeterminate areas which with some alterations or using other tools we
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could shed some light in future work.

First of all, considering explicit solvation for peptide docking to inorganic ma-

terial docking using RossetaSurface could be another approach, which could help

us better understand the nature of peptide-inorganic H-bond interactions, which in

turn could help us improve the peptide selection.

Another important future work could be improving the force field for other inor-

ganic materials. We can select the peptide computationally and have feedback from

experiments and make a validation loop to obtain a more accurate computational

model.

In this study, MD simulations of peptides have been performed in an implicit

solvation because of the limited computational resources. Blue Gene is a mas-

sively parallel supercomputer that can make these simulations much faster and sim-

plify the explicit solvation simulations. Furthermore, we can run longer simulations

which give us more precise results. In this case, more accurate conformations can

be obtained in a reasonable time.

Extending the 4-mer selected peptides to 12-mer by combining selected strong

peptides could be an immediate future work following this project.
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