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Abstract 

Hippocampal activity is characterized by two state-dependent, mutually 

exclusive large-amplitude oscillations: theta (3-12 Hz) and the hippocampal slow 

oscillation (SO; ~1 Hz). These two rhythms have been implicated in different stages 

of memory processing. Theta occurs during awake exploratory behaviour and REM 

sleep, while the hippocampal SO occurs during nonREM sleep and is coordinated with 

the neocortical SO. Coordination between the neocortex and the hippocampus during 

the SO is of particular importance because this state has been implicated in sleep-

dependent consolidation of hippocampal-dependent memories, and this process 

likely involves bidirectional communication between these two brain structures. The 

overall goal of this thesis was to understand how hippocampal input and output 

pathways are coordinated with neocortical activity during the SO, and to compare 

hippocampal network patterns during SO and theta oscillations. To approach this 

question, I used urethane anaesthesia as a model for the activity patterns seen 

during natural sleep. 

In Chapter 2, I present independent component analysis (ICA) as a method to 

separate the contributions of distinct hippocampal afferent pathways to the local 

field potential (LFP) recorded in the dorsal hippocampus, and to assess its reliability 

across different algorithms, epochs and animals. Five components that were 

consistent across animals were found which likely correspond to the major afferent 

pathways to the dorsal hippocampus, in addition to a component representing a 

volume conducted signal from the neocortex. Two potential applications of the ICA 

approach are discussed, including the removal of artifacts such as the volume 

conducted portion of the signal, and the detection of oscillatory activity in separated 

components using a modification of the Better Oscillation (BOSC) detection method.  
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In Chapter 3, I describe oscillatory activity patterns in the major hippocampal 

input and output pathways during SO and theta states. During theta, gamma 

frequency (20-100 Hz) synaptic inputs arriving at CA1 at stratum lacunosum 

moleculare (SLM) and stratum radiatum (SRad) occur at opposite phases of the 

theta cycle. During the SO, we found that the gamma-frequency inputs at these 

layers also arrive at opposite phases with respect to the neocortical SO cycle. 

Interestingly, we found that synaptic inputs to SLM periodically skip cycles with 

respect to the neocortical SO, and that this skipping of cycles results in a slowing of 

the hippocampal SO compared to the neocortical SO. Finally, we found that sharp 

wave-ripples (SPW-Rs), an activity pattern that has been implicated in the 

reactivation of firing sequences that might underlie memory consolidation, can occur 

at two distinct phases with respect to the neocortical slow oscillation. Specifically, 

SPW-Rs that occur after the peak of the neocortical UP-state were associated with 

higher power of the neocortical SO than SPW-Rs that precede the peak of the UP-

state.  

In Chapter 4 I describe a novel ultra-slow (0.1-0.5 Hz) hippocampal oscillation 

that co-occurs with both theta and the SO and modulates faster activity during both 

states. This rhythm, which we call iota, has maximal power at SLM and a phase 

reversal 100 µm below the theta phase reversal. Inactivation of the medial septum 

(MS), which abolishes theta oscillations, significantly amplifies the iota rhythm 

during activated states. Interestingly, inactivation of the MS with lidocaine, but not 

muscimol, disrupted the hippocampal SO as well, and led to an iota-like but 

arrhythmic activity pattern that remained phase-modulated by the neocortical SO. 

This important finding suggests that fibers passing in the vicinity of the medial 

septum are critical for the expression of the hippocampal SO. During spontaneous 

activity, iota in the superficial layers of the entorhinal cortex was highly coherent 
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with iota in the hippocampus, and the maximum iota-related multi-unit activity 

occurred in entorhinal cortex layer III, which projects directly to SLM. These results 

suggest that iota might be a default state of entorhinal-hippocampal networks that 

influences hippocampal processing during both states. 

Taken together, the results in this thesis show that the coordination of 

hippocampal circuits with the neocortex during the SO is dynamic, likely involves the 

integration of entorhinal and non-entorhinal inputs at SLM, and can be modified 

based on the strength of the neocortical SO.  
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Preface 

 In addition to data that I collected, the work presented in Chapters 2-4 of this 

thesis includes data collected by Trish Wolansky and Jon Kerber. The work presented 

in Chapter 4 was a project initially led by Zahid Padamsey, and includes data 

collected by Trish Wolansky, Zahid Padamsey and Phillip de Guzman. Trish made the 

initial observations of iota activity following medial septal inactivation with lidocaine, 

as noted in her lab book: ‘at about 0.25 Hz, there is a "dip" in the RHPC static trace 

(a "not-so-sharp" sharp wave or something).’ Zahid followed up on this observation 

and collected data on hippocampal activity following muscimol-inactivation of the 

medial septum. I completed the project by integrating the septal inactivation data 

with evidence for iota during spontaneous activity in the hippocampus and entorhinal 

cortex, as well as using ICA to evaluate the effect of septal inactivation on the 

synaptic inputs to SLM specifically. I was responsible for all final analyses and writing 

presented in Chapter 4. 

 In all other cases, the ideas, data and analysis presented here are my own, 

developed in collaboration with my supervisor, Dr. Clayton Dickson. This thesis was 

a part of a larger project that received ethics approval from the University of Alberta 

Biosciences Animal Care and Use Committee (AUP00000092_AME1; Project name: 

Cellular and Network Dynamics of Neo- and Limbic-Cortical Brain Structures).  
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Now this is very profound, what rhythm is, and 

goes far deeper than any words. A sight, an 

emotion, creates this wave in the mind, long before 

it makes words to fit it 

 

Virginia Woolf, 1926 

From personal letters collected in Woolf et al. (1975) 
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Introduction 

When Virginia Woolf wrote, in 1926, that ‘a sight or an emotion creates this 

wave in the mind’ (from personal letters collected in Woolf et al., 1975), it is unlikely 

that she was referring to neuronal oscillations. Rhythms of the human 

electroencephalogram had yet to be described (Berger, 1929). In fact, Woolf was 

born in 1882, just 7 years after Richard Caton first reported on the electric currents 

recorded with a galvanometer from the brain of the rabbit and the monkey. In the 

British Medical Journal (1875), Caton wrote presciently that ‘the electric currents of 

the grey matter appear to have a relation to its function’. Even in this first report, 

Caton described ‘feeble currents of varying direction passing through the multiplier 

when electrodes are placed at two points of the external surface’. Thus, the first 

description of visible fluctuations of neural activity accompanied the first description 

of the electric currents themselves. Neuronal oscillations across a vast range of time 

scales have proven to be fundamental to the operation of the nervous system 

(Buzsaki, 2006). It is therefore not surprising that rhythms in the environment, such 

as the beat of a drum, or the waves of the sea, affect us so profoundly. Our 

experience of the world is shaped by the brain processes that allow us to perceive it, 

and our conscious experience can indeed feel like Woolf’s ‘wave in the mind’. 

In the proceeding pages, I will present background that is important for my 

thesis work as well as ideas that have shaped my conception of brain function. In 

section 1.2 I will discuss the importance of synchrony in the nervous system, and 

the role of rhythmic oscillations in mediating that synchrony, with a particular focus 

on gamma oscillations. In section 1.3 I will focus in particular on rhythms that are 

prominent while we sleep, as well as recent evidence that certain stages of sleep are 

critical for strengthening hippocampal-dependent memories. This will bring me to a 
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description in section 1.4 of the hippocampus itself, including its role in memory, its 

anatomical connections, and its oscillations during sleep. Finally, in section 1.5 I will 

briefly overview the methods that I have used to study these oscillations, and the 

work I have done to understand the oscillatory dynamics in the functional 

hippocampal networks that underlie memory. 

1.1 Oscillations and synchrony in neural systems 

There exist two possibilities for how information is encoded in the nervous 

system: through the rate of neuronal firing, or through the precise timing of each 

spike. The importance of precise timing in certain forms of synaptic plasticity 

(Roberts and Bell, 2002) suggested that the timing of spikes on a millisecond scale 

was critical. However, the noisy responses of neurons to repeated stimuli was taken 

by some to suggest that only a rate code was theoretically possible (Shadlen and 

Newsome, 1994). A year later, Mainen and Sejnowski (1995) elegantly showed that 

while cortical neurons respond with high variability to a constant depolarizing input, 

they can respond with millisecond precision to a noisy input, suggesting that 

information can indeed be carried in the precise timing of spikes. Oscillations are an 

efficient mechanism to achieve this precision in spike timing (Gray et al., 1989; Gray 

and Singer, 1989; Engel et al., 1999; Buzsaki and Draguhn, 2004). Through 

synchronization of membrane potential oscillations at particular frequencies, narrow 

time windows are created in which action potentials can be elicited in each cell. This 

potentially allows cell assemblies to coordinate their output to downstream neurons.  

The first oscillation described in the human EEG was the alpha oscillation 

(Berger, 1929). This large amplitude signal, with a frequency of around 10 Hz, was 

recorded over the occipital cortex when the subject (Berger’s son) closed his eyes. 

Upon opening his eyes, the alpha rhythm disappeared and in its place Berger saw 
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what he called beta oscillations, which were faster (13-30 Hz) but much lower 

amplitude. This highlights an important characteristic in neural oscillations: that 

amplitude is inversely related to frequency (Pritchard, 1992). Larger amplitude 

oscillations imply synchronization (and therefore summation) across larger 

populations of neurons. At the low(er) end of the frequency spectrum, the ~1 Hz 

slow oscillation, which occurs during nonREM sleep in the neocortex, involves the 

synchronization of all cortical cells in a coordinated rhythmic alternation between 

activity and silence. The slow oscillation will be discussed in more detail in sections 

1.3 and 1.4. At the high(er) end, gamma (20-100 Hz) oscillations are synchronized 

much more locally, although long-range gamma synchronization can occur and is 

one mechanism for linking distributed cell assemblies. 

1.2 Gamma oscillations for precision and synchrony 

In the context of the millisecond precision of spike timing alluded to at the 

beginning of this section, gamma oscillations, with a period length of 10-50ms, seem 

optimally suited to shape neural output at the relevant time scales. Gray et al. 

(1989) showed that synchronization of gamma oscillations is important for our visual 

perception of object properties. They recorded from the primary visual cortex of 

anaesthetized cats, and showed that bars of light crossing the visual fields of two 

separate cells elicited synchronization at gamma frequency only if the bars were 

connected, but not if they were two separate bars. Importantly, the differences 

between the stimuli (i.e. connected or not connected) were outside the visual fields 

of either cell. Thus, gamma oscillations appear to synchronize across cells 

responding to the same, but not different objects. Gamma oscillations have 

therefore been suggested to play a role in perceptual binding, allowing us to see 
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objects as distinct from other objects and from the background (Tallon-Baudry and 

Bertrand, 1999). 

In another modality, Stopfer et al. (1997) showed that gamma oscillations are 

important for the discrimination between similar stimuli. They disrupted gamma 

oscillations in honey bees trained on an odour discrimination task using the GABAA 

antagonist picrotoxin. Notably, this did not disrupt the slow dynamics of the 

responses to various odours in the antennal lobe neurons, but only the 30 Hz 

gamma oscillations. Without gamma, bees could no longer discriminate between 

similar odours, although they could still respond correctly to dissimilar odours.  

That antagonism of receptors for GABA, the brain’s most ubiquitous inhibitory 

neurotransmitter, would disrupt gamma oscillations specifically highlights the role of 

inhibition in shaping and synchronizing this rhythm. Indeed gamma oscillations are 

thought to be generated by feedback inhibition from inhibitory interneurons onto 

principal cells (Buzsaki and Wang, 2012). Optogenetic stimulation of parvalbumin-

positive fast-spiking interneurons over a range of frequencies in the rat barrel cortex 

increased power at the corresponding frequency in the local field potential only for 

stimulation in the gamma range (20-80 Hz), but not for other frequencies (Cardin et 

al., 2009). By contrast, optogenetic stimulation of excitatory principal cells only 

increased LFP power for lower (8-24 Hz) frequencies, showing differential roles for 

interneurons and principal cells in shaping oscillatory synchrony at various 

frequencies. Indeed, a recent review suggests that bottom-up, or stimulus driven 

processes may operate in the gamma range, while top-down processes such as 

attention may operate at lower frequencies (Fries, 2015). 

The waxing and waning inhibition created by the feedback mechanism from 

inhibitory interneurons onto principal cells also creates a situation in which the 

principal cell receiving the greatest excitation on a given cycle will fire first, leading 
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to inhibition of less excited cells before they reach their threshold for firing. This 

winner-takes-all mechanism has been suggested to increase the signal to noise ratio 

in the nervous system (Fries et al., 2007). A further consequence of the influence of 

gamma phase on principal cell firing is that inputs arriving at downstream neurons 

will be gamma-modulated. The precise timing of these inputs relative to those from 

other areas as well as the local gamma rhythm will influence the response of the 

target cell, as the cycle starts again. 

1.3 Rhythms of sleep 

In a series of papers in 1993, Steriade and colleagues described a novel slow 

(<1 Hz) rhythm appearing in natural sleep and anaesthesia. This slow oscillation 

(SO) consists of alternating periods of activity (ON/UP phase) and silence 

(OFF/DOWN phase) of neocortical neurons (Steriade et al., 1993d; Steriade et al., 

1993b, c; Steriade, 2001). The SO is unique among brain rhythms, in that the OFF 

periods are not associated with active inhibition (as with the gamma oscillation 

described above), but simply membrane potential hyperpolarization and neural 

silence. Although individual cycles of the SO appear to have local origins, and to 

propagate across the cortex in travelling wave (Massimini et al., 2004), large-scale 

synchrony across cortical neurons produces a large amplitude rhythm clearly visible 

in the EEG. Faster rhythms, such as thalamocortical spindle oscillations (8-16 Hz) as 

well as local gamma activity, are grouped into the ON phase of the SO.  

In the history of sleep research, ground-breaking discoveries have stemmed 

from observations that other researchers had ignored or explained away when they 

didn’t fit with the dominant theories of the time. The discovery of rapid-eye-

movement (REM) sleep (Aserinsky and Kleitman, 1953) occurred 18 years after the 

characteristics of the human EEG during sleep were first described (Loomis et al., 
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1935b, a). William Dement, working in the Kleitman lab, described the cyclical 

nature of REM-nonREM alternations within the sleep cycle in humans (Dement and 

Kleitman, 1957) as well as the completely activated (wake-like, low-voltage fast 

activity) EEG associated with REM sleep in cats (Dement, 1958). In a historical 

account, Dement recalls the extremely controversial nature of his findings at the 

time (his 1958 paper was rejected 4 or 5 times), and also points out that other 

groups had seen these activated states during sleep but ignored them as periodic 

awakenings (Dement, 1990). Likewise, when Steriade first introduced the slow 

oscillation, he commented: ‘with the benefit of hindsight, these aspects may also be 

seen in previous recordings of humans and experimental animals’ (Steriade et al., 

1993b). Thus, the history of sleep research tells us to pay attention to observations 

that don’t fit with our expectations.  

1.3.1 Sleep and memory 

The relationship between sleep and memory has a long history. In 1885 when 

Hermann Ebbinghaus described his classic forgetting curve in recalling long lists of 

nonsense syllables, he observed a slower rate of forgetting when the retention 

interval included sleep (original citation: Ebbinghaus, 1885; reviewed in: Rasch and 

Born, 2013). Jenkins and Dallenbach (1924) later found improved memory retention 

for lists of nonsense syllables when sleep instead of wakefulness followed learning, 

and they attributed this to the effect of reduced interference during sleep. However, 

when the amount of sleep and wake (and therefore the amount of interference) was 

controlled for, it was found that the timing of sleep relative to learning is critical, 

suggesting an important window immediately following learning when memory can 

be enhanced by sleep (Benson and Feinberg, 1977). This study and others (reviewed 

in Rasch and Born, 2013), suggested that sleep in a critical window can protect 
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memory against the effects of future interference. Thus, an active process, often 

called memory consolidation, might be occurring during sleep. 

Attempts to separate the differential effects of REM and nonREM sleep on 

memory were initially challenging. For example, a paradigm used in rodent studies 

to selectively deprive animals of REM sleep is called the flower pot or pedestal 

method. Animals sleep on a small platform surrounded by water. Due to the 

complete muscle atonia associated with REM sleep, as soon as they enter this stage 

they fall into the water and wake up. This paradigm is clearly confounded by stress 

(Vertes and Eastman, 2000). Using a different approach, some researchers took 

advantage of the fact that nonREM sleep occurs preferentially early in the night, 

while REM sleep is more prevalent later (Yaroush et al., 1971; Fowler et al., 1973). 

Plihal and Born (1997) found a double dissociation between early (nonREM-rich) vs 

late (REM-rich) sleep, where nonREM (early night) sleep enhanced memory for 

paired associate lists (declarative memory) but not for mirror tracing (procedural 

memory), whereas REM (late night) sleep had the opposite effect. Correlational 

evidence also pointed to a relationship between specific sleep stages and memory. 

Spindle oscillations (8-16 Hz), which occur during nonREM sleep, were correlated 

with performance on a verbal memory task (Clemens et al., 2005), and were 

selectively increased after human subjects explored a virtual maze (Meier-Koll et al., 

1999) and in rats after an odour-reward association task (Eschenko et al., 2006). 

1.3.2 The slow oscillation and memory 

More recent work has pointed to a direct role of Steriade’s slow oscillation in 

enhancing declarative memories. Incredibly, trans-cranial electrical stimulation at SO 

frequency during nonREM sleep enhanced performance on a paired associate 

memory task, but not on a procedural finger-tapping task compared to a sham 
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stimulation condition (Marshall et al., 2006). In contrast, stimulation at faster (5 Hz) 

frequencies did not improve memory performance. This finding in humans was 

replicated by the same group in rats, using an object-place recognition task (Binder 

et al., 2014b), although the effects using a radial arm maze task were harder to 

interpret (Binder et al., 2014a), with the stimulation-induced improvements seen 

primarily in working memory and not necessarily long-term memory. Again from the 

same group, Ngo et al. (2013) found that auditory stimulation that was in phase 

with the subject’s endogenous slow oscillation (using a closed-loop feedback system) 

enhanced SO power and, in parallel, enhanced performance on a declarative 

memory task. By contrast, stimulation that was out of phase with the SO did not 

have an effect.  

Chauvette et al. (2012) proposed a potential mechanism for the enhancing 

effects of nonREM sleep on memory. First, they showed that evoked potentials in the 

somatosensory cortex of head-restrained cats were increased during wake that 

followed nonREM sleep but not following REM sleep. To assess the mechanism of this 

increase, they recorded the time courses of both single unit activity during nonREM 

sleep, as well as the membrane potentials marking the ON and OFF state transitions. 

Using these experimentally derived parameters, they showed that the combination 

of nonREM sleep-like spiking activity AND the ON/OFF state membrane potential 

fluctuations induced a longer-lasting potentiation of evoked potentials compared to 

the spike trains alone. Therefore it appears that the hyperpolarization phase and 

associated neural silence during the SO might be critical for mediating the 

declarative memory-enhancing effects of nonREM sleep.  
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1.4 Role of the hippocampus in memory and sleep 

The above discussion ignores an important point – the memories that seem to 

be enhanced during nonREM sleep are those memories that rely on activity of that 

unique structure deep in the temporal lobe known as the hippocampus. Much of our 

understanding of the role of the hippocampus in memory stems from what might be 

considered an unfortunate mistake. On September 1, 1953, Henry Molaison, known 

by many until his death in 2008 simply by his initials H.M., underwent experimental 

surgery to bilaterally remove his medial temporal lobes as a last-resort treatment for 

intractable epilepsy (Scoville and Milner, 1957). Although the surgery reduced the 

severity of his seizures, the deleterious effect on his memory was dramatic and 

profound. When examined 19 months after his surgery by Brenda Milner in April 

1955, Molaison reported that the date was March 1953 (Scoville and Milner, 1957). 

In a striking dissociation, his IQ was 8 points higher than measured prior to the 

operation, despite a complete loss of memory for events after his surgery. Other 

aspects of Molaison’s deficits included an impairment in spatial memory, a finding 

that preceded the discovery of the place cells in the hippocampus and the structure’s 

role as a cognitive map (O'Keefe and Dostrovsky, 1971). Importantly, he still 

retained memories for events preceding the surgery, although there was a 

retrograde pattern such that his memory was better for more distant events than for 

recent ones. This suggested that the hippocampus was only involved in memory 

acquisition and storage of recent memories, but that older memories might reside 

somewhere else in the brain.  

The other significant finding that came from studying the effects of temporal 

lobectomy was the existence in the brain of multiple memory systems for different 

types of information. First, while Molaison could hold items in memory through 

verbal rehearsal, in a visual task in which rehearsal was not possible his memory 
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decayed after ~30 seconds (Sidman et al., 1968). Thus, a distinction was made 

between the role of the hippocampus in working or short-term memory and longer-

term memories (Milner, 2005). A further distinction was discovered with Molaison’s 

performance on a procedural memory task (Corkin, 1968). This involved the mirror 

tracing task, where the subject must trace the outline of a star using only its 

mirrored reflection. Molaison’s performance matched the normal learning curve over 

a 30 day period, despite his having absolutely no recollection of any of the practice 

sessions. Milner recollected many years later that ‘we are now used to the idea that 

such dissociations are possible after a circumscribed brain lesion, but witnessing this 

for the first time was an astonishing experience’ (Milner, 2005). Thus, with the help 

of Milner and Molaison and others, a picture emerged of the hippocampus as a 

structure important for the acquisition of spatial and declarative, but not procedural 

memory or short-term memory, that has continued to guide research to this day 

(Eichenbaum, 2013). 

1.4.1 Hippocampal neuroanatomy 

If the hippocampus is so critical for declarative memory processes, an 

examination of its structure and connections might give us some clues as to the 

nature of memories and how they are stored. The striking appearance of the 

hippocampus as a distinct structure in the brain has inspired neuroanatomists across 

the centuries to describe it in terms of visual analogies. So the hippocampus was 

originally given its name from the Greek word for sea horse (original citation 

Arantius, 1587; as cited in Schultz and Engelhardt, 2014). Later, an analogy was 

made with a ram’s horn, leading to the naming of the hippocampus as Ammon’s 

horn after the Egyptian god Ammon, who was sometimes depicted with a ram’s head 

or as a ram. This led Lorente de Nó to use the name Cornu Ammonis, from which 
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the name for the well-known CA subfields of the hippocampus are derived (original 

citations Winslow, 1732; Croissant de Garengeot, 1742; Lorente de No, 1934; as 

cited in Schultz and Engelhardt, 2014). Once the hippocampus is sliced transversely 

across its long axis, it is no less impressive, although the more contemporary 

analogy of a jelly roll to describe the interlocking “C” appearance of hippocampal 

slices is perhaps less romantic than the image of the horn of an Egyptian god. 

At the beginning of the 20th century, When Santiago Ramon y Cajal created his 

beautiful drawings of Golgi (silver nitrate)-stained hippocampal slices, he drew 

arrows suggesting the primarily unidirectional flow of information through the 

hippocampal circuit, and his ideas have largely proven correct (Andersen et al., 

2007). Unlike the 6-layered neocortex, the hippocampus retains the more ancient 

three-layered architecture, and is therefore labelled archicortex. The following 

description will focus on the rat neuroanatomy, but the structure and circuitry of the 

hippocampus are remarkably conserved across species although they are not 

identical (Andersen et al., 2007). The long axis of the hippocampus is called the 

septo-temporal axis (Figure 1.1), although the septal portion is also referred to as 

the dorsal hippocampus, and the temporal pole as the ventral hippocampus. The 

transverse plane is perpendicular to the septo-temporal axis. Many figures in this 

thesis use the idealized diagram of a transverse section from the dorsal (septal) 

hippocampus (Figure 1.2). In the human brain, the position of the hippocampus is 

shifted due to the massive development of the frontal cortical areas, so that the 

equivalent of the temporal (ventral) hippocampus is anterior (rostral) in the human, 

while the equivalent of the septal (dorsal) hippocampus is posterior (caudal). 

Before delving into the hippocampal circuitry itself, it is important to keep in 

mind the type of information it receives. The pattern of hippocampal connections 

with the neocortex make it clear that it holds a unique position in the chain of 
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Figure 1.1 Position of the hippocampus in the rat brain 

This drawing of a rat brain with the cortex overlying the hippocampus removed 

depicts the position of the septal (S) and temporal (T) poles. A transverse slice 

perpendicular to the long (septo-temporal) axis is enlarged, depicting the major 

hippocampal subfields as well as the major fiber pathways of the trisynaptic loop 

(pp: perforant pathway; DG: dentate gyrus; mf: mossy fiber pathway; sc: 

Schaffer collateral pathway; S: subiculum) as well as the direction of information 

flow (arrows). Reprinted from: Neuroscience, vol. 31(3), Amaral DG and Witter 

MP, The three-dimensional organization of the hippocampal formation: A review 

of anatomical data, pp. 571-591, 1989, with permission from Elsevier. 
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Figure 1.2 Schematic representation of dorsal hippocampus 

This diagram, repeated throughout the thesis, depicts the laminar organization of 

the major projections from the entorhinal cortex to the hippocampus. Note that 

this Figure and Figure 1.1 depict the left and right hippocampi respectively and 

are therefore flipped horizontally. The medial and lateral perforant pathways 

(blue and red) project to the middle and outer thirds of the molecular layer of the 

dentate gyrus (DG). The temporoammonic pathway (cyan) projects directly to 

SLM in CA1. The Schaffer collateral pathway (magenta) projects to SRad in CA1. 

The pyramidal cell layer in CA1 projects back to the entorhinal cortex (green). 
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information processing in the brain. Highly processed information from primary 

sensory and multimodal association areas of the neocortex projects first to the 

perirhinal and pararhippocampal cortices before arriving at the entorhinal cortex, 

although some other cortical inputs do project directly to the entorhinal cortex 

(Lavenex and Amaral, 2000). It has been suggested that the rhinal cortices might 

serve an inhibitory gating function between the neocortex and the hippocampus (de 

Curtis and Pare, 2004). The entorhinal cortex is 6-layered, with two acellular layers: 

layer I and layer IV (also known as lamina dessicans), and four cellular layers. The 

superficial layers (II and III) project to the hippocampus, while the deep layers 

receive the processed information from the hippocampus, either directly or through 

the subiculum, and relay it back to the rest of the neocortex. 

From the entorhinal cortex, the primarily uni-directional circuit of the 

hippocampus suggested by Cajal (the so-called tri-synaptic loop) begins. Stellate 

and pyramidal cells in entorhinal layer II give rise to the perforant pathway, 

travelling in the angular bundle before ‘perforating’ the subiculum to synapse on 

dentate granule cell dendrites in the molecular layer of the dentate gyrus. More 

specifically though, the lateral entorhinal cortex projects to the outer third of the 

molecular layer (lateral perforant path; LPP), while the medial entorhinal cortex 

projects to the middle third (medial perforant path; MPP). This is significant because 

medial and lateral entorhinal cortices are thought to integrate different types of 

information from different primary sensory areas: spatial information in the medial 

and non-spatial information in the lateral (Manns and Eichenbaum, 2006). Therefore, 

spatial and non-spatial information might be integrated at this point.  

From the first stop in the relay, the dentate granule cells give rise to the mossy 

fibers that project to CA3, with many mossy fibers terminating in stratum lucidum, a 

layer only seen in CA3. Among several unique features of this projection, including 
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very large synapses with many active zones, as well as a presynaptic form of 

potentiation (Andersen et al., 2007), it is the only point of the trisynaptic loop that 

confines its projections primarily to the same septo-temporal level as its cell bodies 

(Amaral and Witter, 1989). This in addition to the fact that a single dentate granule 

cell only projects to ~15 CA3 pyramidal cells, while a single CA3 pyramid likely 

receives input from ~70 dentate granule cells (Andersen et al., 2007), suggests a 

high degree of convergence of information at this point in the loop. From this point, 

CA3 pyramidal cells form a large associational projection to stratum radiatum (SRad) 

of other CA3 pyramidal cells, in addition to the Schaffer collateral (SchC) projection 

to SRad of CA1 (both ipsilateral and contralateral through the hippocampal 

commissure). The pyramidal cells of CA1 then complete the trisynaptic loop by 

projecting to the deep layers of the entorhinal cortex (either directly or through the 

subiculum).  

In addition to this trisynaptic loop and the associational connections in CA3, 

there is a direct projection from layer III of the entorhinal cortex to the distal 

dendrites (stratum lacunosum moleculare, SLM) of CA1. This projection, known as 

the temporoammonic pathway, also travels in the angular bundle with the perforant 

path fibers, but instead of perforating the subiculum it travels in the alveus. An 

interesting facet of the temporoammonic projection is that the medial entorhinal 

cortex projects to proximal CA1 (closer to CA3) while the lateral entorhinal cortex 

projects to distal CA3 (closer to the subiculum). This is distinct from the perforant 

path projection, in which medial and lateral entorhinal cortex projections are 

segregated into the middle and outer thirds of the molecular layer at all proximo-

distal points. The computational consequence of this arrangement is that medial and 

lateral entorhinal inputs, carrying different types of information, might be integrated 

in the dentate gyrus but remain segregated in CA1.  
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SLM and layers I and III of the entorhinal cortex also receive a subcortical 

projection from the nucleus reuniens (NRe) of the thalamus (Wouterlood et al., 

1990; Dolleman-Van der Weel et al., 1997; Dolleman-Van der Weel and Witter, 

2000). In addition, the medial septum sends GABAergic and cholinergic projections 

to multiple hippocampal layers (Pignatelli et al., 2012), and this projection is critical 

for the expression of the hippocampal theta rhythm which will be discussed below 

(Winson, 1978; Bland et al., 1996). Finally, brainstem inputs from the median raphe 

and hypothalamic inputs from the supramamillary nucleus also influence 

hippocampal function (Vertes and McKenna, 2000; McKenna and Vertes, 2001). A 

diverse network of interneurons targeting distinct cellular compartments in each of 

the hippocampal subfields also modulate the dendritic and somatic responses and 

oscillatory dynamics of hippocampal principal cells (Freund and Buzsaki, 1996; 

Klausberger, 2009; Lasztoczi and Klausberger, 2014). 

An interesting aspect of hippocampal organization is that all of the major 

pathways described above reside in a 2-dimensional transverse plane perpendicular 

to the septo-temporal axis of the hippocampus (Figure 1.1). This led to the lamellar 

hypothesis that the hippocampus consists of parallel laminae that can operate as 

separate functional units (Andersen et al., 1971). Although anatomical investigations 

have since shown that connections are highly divergent in the septo-temporal axis at 

every stage of the trisynaptic loop except for the mossy fiber pathway (Amaral and 

Witter, 1989), the functional consequence of this divergence from a strict lamellar 

arrangement has not been elucidated (Sloviter and Lomo, 2012). The computational 

capacity of the hippocampus, with the combination of divergent and convergent 

connections, is clearly immense, and hopefully the combination of experimental and 

computational approaches in the future will elucidate more about how memories are 

acquired within its circuits. 
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1.4.2 Hippocampal oscillations 

The circuitry of the hippocampus supports several oscillatory patterns that are 

somewhat unique to this structure. The theta rhythm (3-12 Hz) in rodents is one of 

the most thoroughly studied oscillations in neuroscience, and its striking appearance 

and strong rhythmicity have hypnotized many a graduate student (see Figure 1.3B). 

Its complex generation involves interactions with the entorhinal cortex as well as 

cholinergic, GABA-ergic and possibly glutamatergic inputs from the medial septum 

(Bland, 1986; Buzsaki, 2002; Pignatelli et al., 2012), although CA1 can generate 

theta independently as well (Goutagny et al., 2009). Theta oscillations are strongly 

associated with the behavioural states of active exploration and REM sleep, although 

the generation of theta under these two states is subtly different, such that REM-

associated theta is abolished by the muscarinic antagonist atropine, but 

movement/exploration-associated theta is not (Vanderwolf, 1969; Whishaw and 

Vanderwolf, 1973; Kramis et al., 1975).  

Strong gamma frequency oscillations are seen in the hippocampus during theta 

activity (Bragin et al., 1995). Gamma coherence between different subfields can 

change as a function of behavioural state (Montgomery et al., 2008), and distinct 

frequencies within the gamma band (fast vs slow gamma) in CA1 have been 

associated with the different synaptic inputs and different theta phases (Colgin et 

al., 2009). Although this latter finding is controversial (see Schomburg et al., 2014, 

especially supplementary material), other groups have also shown that localized 

gamma oscillations in the CA1 dendritic compartments reflect synaptic inputs from 

upstream regions (Lasztoczi and Klausberger, 2014; Schomburg et al., 2014).  

In general, the amplitude of gamma oscillations is modulated by the phase of 

the theta rhythm. This type of cross-frequency coupling has been studied more and 
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more in recent years (Canolty and Knight, 2010; Tort et al., 2010; Hyafil et al., 

2015), and has potential implications for understanding the neural code (Lisman and 

Buzsaki, 2008; Lisman and Jensen, 2013). The attempt to ‘decode’ neural activity 

has been particularly fruitful in the hippocampus because the firing of pyramidal cells 

in CA1 is strongly correlated with an animal’s position in its environment (O'Keefe 

and Dostrovsky, 1971). As an animal runs on a linear track, each place cell in a 

sequence marking the animal’s trajectory fires on successive gamma cycles within 

the theta oscillation (Dragoi and Buzsaki, 2006). Tantalizingly, with respect to the 

role of sleep and memory, these sequences have been shown to replay in the 

hippocampus during subsequent nonREM sleep, suggesting a possible mechanism by 

which sleep can strengthen memory (Wilson and McNaughton, 1994; Skaggs and 

McNaughton, 1996; Nadasdy et al., 1999; Buhry et al., 2011). 

This has brought us back to the story of nonREM sleep and declarative memory 

consolidation, now with a better appreciation for how the hippocampus might 

participate. During the deep stages of nonREM sleep, while neocortical cells are 

exhibiting the rhythmic alternations between activity and silence that characterize 

the SO, the hippocampus was long thought to exhibit a non-rhythmic state called 

large-amplitude irregular activity, or LIA (Whishaw and Vanderwolf, 1973). However, 

some coordination of hippocampal activity with the SO was apparent (Sirota et al., 

2003; Sirota and Buzsaki, 2005; Isomura et al., 2006), and Wolansky et al. (2006) 

demonstrated that the hippocampus does exhibit a ~1 Hz rhythm (the hippocampal 

SO) that is distinct from, but coordinated with, the SO in the neocortex. Just as 

gamma oscillations during theta are modulated by theta phase, gamma oscillations 

during the hippocampal SO are modulated by SO phase (Wolansky et al., 2006), 

confirming that local networks are involved. Gamma-modulated synaptic inputs are 

likely underlying the coordination of hippocampal activity with the neocortex during 
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nonREM sleep, but this has received much less attention than the gamma-theta 

interactions described above. Understanding these dynamics is a primary focus of 

this thesis, and the work I have done will be presented in Chapter 3. 

Aside from gamma, a striking activity pattern co-occurs with slow oscillations 

in the hippocampus during nonREM sleep: the hippocampal sharp wave-ripple (SPW-

R; Buzsaki et al., 1983; Csicsvari et al., 2000; Sullivan et al., 2011). This brief 

(~100 ms) event involves a massive and synchronous synaptic input from the CA3 

through the Schaffer collaterals to SRad of CA1. This produces a large negative-

going wave in the LFP (sharp wave), and triggers a high-frequency (100-200 Hz) 

oscillation in the CA1 pyramidal cell layer (ripple). It is during these ripples that the 

reactivation or replay of place cell sequences described above are observed (Lee and 

Wilson, 2002; O'Neill et al., 2008; O'Neill et al., 2010). Furthermore, direct online 

disruption (by electrical stimulation) of ripple events impairs memory (Girardeau et 

al., 2009; Ego-Stengel and Wilson, 2010). These ripple events at the pyramidal cell 

layer modulate pyramidal cell output back to the cortex, thereby potentially 

reactivating the neocortical cell assemblies important for a particular memory. 

1.5 Probing hippocampal activity during sleep-like states 

My thesis work was motivated by the evidence presented above that the slow 

oscillation is critical for sleep-dependent consolidation of hippocampal-dependent 

memories, and the assumption that this must require bidirectional communication 

between neocortical and hippocampal circuits. My main goal was therefore to 

understand the coordination of hippocampal input and output pathways and the 

associated gamma and SPW-R activity patterns with the neocortex during the SO, 

and to compare this coordination to that seen during theta oscillations. 
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1.5.1 Sleep-like activity under urethane anaesthesia 

To approach this question, I used the urethane model for sleep, which 

recapitulates most of the network activity patterns seen during natural sleep in a 

much more controlled environment (Figure 1.3; Wolansky et al., 2006; Clement et 

al., 2008). In fact, Steriade first described the intracellular dynamics of the SO using 

urethane (as well as other anaesthetics), which were later confirmed in naturally 

sleeping animals (Steriade et al., 1993b; Steriade et al., 2001). All of the major 

oscillatory activity patterns described above have been found in urethane 

anaesthetized animals (Ylinen et al., 1995b; Isomura et al., 2006; Lasztoczi and 

Klausberger, 2014), although the frequency of the theta rhythm is reduced along 

with subtle changes in its spatial profile (Kramis et al., 1975; Ylinen et al., 1995a), 

and ripples might also occur at a lower frequency (Ylinen et al., 1995b). Urethane is 

thought to act by potentiation of a potassium leak channel, thereby hyperpolarizing 

cells with minimal disruption of signal transmission (Sceniak and MacIver, 2006). 

Animals anaesthetized with urethane cycle rhythmically between an activated state 

characterized by hippocampal theta oscillations and a deactivated state 

characterized by the slow oscillation in the neocortex and hippocampus. This was an 

ideal model to examine the coordination of activity during both states. 

1.5.2 Recording local field potentials  

Using the urethane model, we recorded the electrical activity across multiple 

layers of the hippocampus (or in some cases the entorhinal cortex) during both theta 

and the SO. At any given point within the brain, an electrical potential can be 

measured (with respect to a reference point) which represents the summed 

contributions of all electric currents in the brain (Buzsaki et al., 2012). This is known 

as the local field potential (LFP). Historically, the largest contributor to the LFP was 
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Figure 1.3 Oscillatory activity patterns recorded under urethane 

anaesthesia 

Activity patterns recorded from urethane anaesthetized rats during the activated 

(REM-like) and deactivated (nonREM-like) states. (A) Low voltage fast activity in 

the neocortex (nCTX) during the activated state. (B) Theta (3-12 Hz) activity 

recorded from the hippocampus (SLM) during the activated state. (C) The ~1 Hz 

SO recorded from the neocortex during the deactivated state. (D) The ~1 Hz 

hippocampal SO recorded from SLM during the deactivated state. 
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Figure 1.4 Profile of theta activity relative to hippocampal laminae 

(A) Schematic representation of recording sites in the dorsal hippocampus using 

a linear array (DMol: dentate molecular layer; SLM: stratum lacunosum 

moleculare; SRad: stratum radiatum; SPyr: stratum pyramidale). (B) Short 

epoch of theta activity recorded with a linear array in the dorsal hippocampus 

with 100 µm contact separation. (C) Power, coherence and phase profiles of theta 

activity as a function of depth. Notice clear drop in coherence and reversal of 

phase. Depth measures are relative to this phase reversal. Note also clear peak 

in theta power at -400 µm. Profiles are averages across 16 animals, aligned to 

theta reversal and theta maximum. 
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assumed to be synaptic potentials, because their slow dynamics compared to action 

potentials result in greater summation at any given time (Mitzdorf, 1985), although 

recently the potential for spiking activity to influence the LFP signal at higher 

frequencies has been revealed (Scheffer-Teixeira et al., 2013; Waldert et al., 2013). 

At the level of individual cells, when a neuron is depolarized, due to the influx of 

positive ions, current is essentially leaving the extracellular space, creating a current 

sink. That sink must be balanced by a return current, creating a nearby passive 

source. The sink/source pair creates a dipole. A single electrode located near the 

sink in the extracellular space will register a negative voltage deflection, while an 

electrode near the source will register a positive deflection. This means that if the 

depolarization of the cell is happening rhythmically, the oscillations recorded near 

the sink and near the source will be 180° out of phase with each other.  

The disadvantage of LFP recordings, that they sum activity over large areas, is 

also its advantage. In order for strong signals to be recorded, large populations of 

cells must be coordinated. By its nature, the LFP is a measure of neural synchrony. 

Some improvement can be attained in the ability to localize signals recorded by the 

LFP by using multi-site electrodes. As alluded to above, the phase of activity located 

near the sink and the source are reversed with respect to each other. Therefore, by 

sampling at enough points, the locations of these phase reversals can be identified. 

Indeed, the typical spatial profile of the theta oscillation in the hippocampus under 

urethane anaesthesia is so stereotyped that it can be used to assess the location of 

the multiprobe with respect to the major cell layers based on purely 

electrophysiological measures (Figure 1.4). Specifically, the maximum theta power 

occurs at SLM, and a drop in coherence accompanied by a 180° reversal of phase 

occurs just below the pyramidal cell layer. The distance between these two points is 

typically 400 µm in the rat brain.  
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A method to actually localize sinks and sources is current source density (CSD; 

Freeman and Nicholson, 1975; Mitzdorf, 1985; Rodriguez and Haberly, 1989). 

Briefly, if the first spatial derivative (the change in voltage as a function of distance) 

is proportional to the current flow between points in the extracellular space (V=IR), 

then the second spatial derivative is proportional to the change in current flow at 

those two points, which localizes where current is entering and leaving the 

extracellular space. Therefore, if the active sink is located outside of the recording 

area, the signal recorded at each electrode will be monotonically decreasing as a 

function of distance from the sink, but the second spatial derivative will be zero since 

the rate of change of voltage by distance is the same. One caveat of CSD analysis is 

that it cannot differentiate between active and passive sinks. Therefore a sink at one 

location could be due to active depolarization at that point, or to a passive return 

current to the site of active hyperpolarization at another point. The signal is 

therefore still mixed, with active and passive sinks and sources overlapping.  

A relatively novel approach, Independent Component Analysis (ICA), can be 

used to unmix the LFP into its underlying sources of activity (Makarov et al., 2010). 

This approach forms the basis for much of my thesis, and will be described in detail 

in Chapter 2. Briefly, ICA estimates the underlying sources contributing to a mixed 

signal such as the LFP by assuming that the sources are statistically independent 

over time (Hyvarinen, 1999b). 

1.5.3 The dynamics of hippocampal input and output pathways during the 

SO and theta – summary of findings 

In Chapter 2, I describe the implementation of the ICA method to separate 

the mixed local field potential in the dorsal hippocampus into underlying sources. 

Some important pre-processing steps that were found to greatly improve the 
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reliability of ICA components across epochs within the same animal are discussed. 

Using ICA, reliable sources were extracted across animals, and I present evidence 

that these sources represent the separated contributions of the distinct hippocampal 

afferent pathways. The success of ICA in removing the volume-conducted portion of 

the LFP will be demonstrated as one potentially valuable application of this approach. 

Finally, a modification to the Better Oscillation detection (BOSC) method (Caplan et 

al., 2001; Whitten et al., 2011; Hughes et al., 2012) is presented and applied to 

ICA-separated components to detect gamma oscillations and SPW-Rs. 

Chapter 3 describes our work using the above methods to examine the 

coordination of activity in hippocampal input and output pathways during SO and 

theta oscillations. First, we found that gamma oscillations in input pathways are 

segregated based on the phase of the SO during both states. Secondly, we 

discovered that the input arriving at SLM is characterized by occasional ‘failures’ or 

skipping of cycles with respect to the neocortical SO. Finally, we demonstrated that 

the phase of SPW-R events is related to the power of the neocortical SO, with SPW-

Rs preceding the neocortical UP state when SO power is low, but following the 

neocortical UP state when SO power is high. 

In Chapter 4, I describe two previously unreported effects of medial septal 

inactivation on hippocampal activity. First, the unmasking of a ~0.1-0.5 Hz rhythm 

during the activated state. Upon closer examination, this slow rhythm, which we call 

iota, was found to be present during spontaneous theta oscillations as well. Iota 

appears to also have correlates during the deactivated state, possibly manifested as 

the cycle skipping found in Chapter 2. The second main finding was a dramatic 

reduction in activity of the SLM-targetting input during the hippocampal SO following 

septal inactivation with lidocaine, but not with muscimol. This implicates either the 
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nucleus reuniens or other subcortical afferents in the coordination of the 

hippocampal SO with the neocortex. 

Taken together, these findings paint a dynamic picture of the coordination of 

hippocampal input and output circuits with the neocortical SO. Chapter 5 will present 

a summary and integration of the above findings, and discuss important avenues for 

future research. 
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2.1 Abstract 

Hippocampal circuits are implicated in episodic memory and spatial navigation 

processes. Understanding the dynamics of input-output elements in the 

hippocampus is an important step to decode its processing characteristics. 

Independent component analysis (ICA) is one approach that has been used to 

estimate the underlying elements contributing to the mixed signal recorded from 

multisite electrodes in the dorsal hippocampus. These underlying elements are likely 

to represent the activity in distinct afferent pathways. Here, we compared and 

evaluated the results from several ICA algorithms based on their ability to extract a 

volume-conducted signal, as well as the biological plausibility of the spatial weighting 

profiles of the extracted components. We then evaluated the robustness of one ICA 

algorithm to non-stationarities in the signal by assessing how the components 

change across different epochs. We found that the robustness was vastly improved 

by pre-filtering to remove slow (<6 Hz) frequencies in the signal prior to ICA 

implementation. The consistency of ICA results across animals was then assessed, 

and 5 components were putatively identified as either the volume conducted signal 

or as one of 4 major afferent pathways to the dorsal hippocampus. Finally, we 

demonstrated two potential applications of the ICA approach: first, extracting the 

volume-conducted signal, yielding a ‘cleaned’ local field potential, and second, 

quantifying oscillatory activity patterns such as gamma and ripple events in 

identified pathways using a modification of the Better Oscillation detection (BOSC) 

method. We suggest that ICA can be used to separate the independent pathways 

that contribute to network dynamics in the dorsal hippocampus.  
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2.2 Introduction 

The increasing technological capacity to record high density multi-site electrical 

signals from the nervous system can be seen as both a blessing and a curse in 

neuroscience. While the greater density of recording sites allows for improved 

localization of the sources of recorded activity patterns, this localization is hindered 

to some extent by the fact that each electrode records an unknown mixture of local 

activity and volume conducted signals from elsewhere in the brain. This situation 

bears some resemblance to the idea of the ‘cocktail party problem’, in which the 

signals from several individual speakers must be recovered from only the mixed 

signals recorded at different microphones throughout a room (Figure 2.1A; Bell and 

Sejnowski, 1995). In mathematical terms (with matrices denoted with upper case 

plain type and vectors denoted with lower case, bold type), the underlying source 

signals (s), are linearly mixed by some unknown mixing matrix (A), to produce the 

mixed signal (x): x = As. The problem is that only x is known, making the 

estimation of A and s difficult. Independent component analysis (ICA) attempts to 

solve this problem by using the additional constraint that the source signals should 

be statistically independent (for an excellent review, see Hyvarinen and Oja, 2000). 

Therefore the problem is to find A that maximizes the independence of s. This 

approach has been used increasingly in the analysis of high-density EEG recordings, 

both for artifact removal (Jung et al., 2000; Castellanos and Makarov, 2006; 

Delorme et al., 2007; Chaumon et al., 2015; Wang et al., 2015) as well as localizing 

physiological sources of neural activity (Makeig et al., 1996; Jung et al., 2001; Milne 

et al., 2009; Bowers et al., 2013; Aoki et al., 2015).  

We applied independent component analysis (ICA) to separate the underlying 

sources making up the mixed local field potential (LFP) signals recorded in the dorsal 

hippocampus of urethane anaesthetized rats. In contrast to the literature on the use 
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of ICA in human EEG, this approach has only been used by a few groups to analyze 

local field potentials (LFP) from intracranial electrodes (Makarov et al., 2010; 

Glabska et al., 2014; Schomburg et al., 2014). Synaptic inputs to the dorsal 

hippocampus have a laminar organization, with distinct input pathways terminating 

at distinct layers along the CA1-dentate axis (Figure 2.1B). The CA1 subfield 

receives synaptic inputs from CA3 via the Schaffer collateral pathway at stratum 

radiatum (SRad), and from the entorhinal cortex through the temporoammonic 

pathway at stratum lacunosum moleculare (SLM). The dentate gyrus (DG) receives 

synaptic inputs from the lateral entorhinal cortex through the lateral perforant path 

(LPP) and from the medial entorhinal cortex through the medial perforant path 

(MPP). There is also a hippocampal projection from the nucleus reuniens of the 

thalamus (NRe) that overlaps spatially with the input from the temporoammonic 

pathway at SLM (Wouterlood et al., 1990; Dolleman-Van der Weel et al., 1997; 

Vertes, 2015). The combined activity of these intrahippocampal sources, in addition 

to volume conduction of activity from sources outside the hippocampus, all 

contribute to the LFP recorded locally. We conceive of this situation as the ‘cocktail 

party’ of the brain (Figure 2.1A), which can be unmixed by ICA into distinct sources 

associated with the major inputs to CA1 and the DG (Figure 2.1B; Benito et al., 

2014; Schomburg et al., 2014).  

There are currently several algorithms freely available with MATLAB 

implementation for performing ICA on electroencephalographic data. Hyvarinen 

(1999b) described all ICA methods as the combination of an objective (or contrast) 

function (that measures statistical independence) and an optimization algorithm. 

Different objective functions can lead to different results, and certain measures of 

statistical independence might be better suited to certain types of data. 

Furthermore, the interpretation of ICA components relies on their intra- and inter- 
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Figure 2.1 Schematic representation of the application of ICA to solving 

the cocktail party problem.  

(A). If three speakers are talking simultaneously, and the signals are recorded at 

three separate microphones, the recorded signal at each microphone will be a 

linear mixture of the three signals, with the mixing matrix describing the 

proportion of each signal recorded by each microphone. The problem of ICA is to 

find the unmixing matrix that will separate the recorded signal into its underlying 

source signals without knowledge of the original sources or their mixing. This is 

achieved by maximizing some measure of independence of the components 

through some optimization procedure. The result is the separation of the 

recorded signal into the independent components and their mixing matrix, 

represented here as the relative weighting of each component at each electrode. 

(B). Extension of the cocktail party analogy to the LFP recorded in the dorsal 

hippocampus. Instead of microphones there is a linear array of electrodes, and 

the speakers are the individual hippocampal afferent pathways. 
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subject reliability. We wanted assess this approach systematically and to understand 

how it might be applied to solve important questions related to hippocampal network 

activity during a particular state: the hippocampal slow oscillation. Our first goal was 

to assess the reliability of ICA components across different algorithms, across 

different epochs (including transitions between states), and finally across different 

animals. Our second goal was to apply ICA results to solve two important problems: 

the removal of the volume-conducted component of the LFP signal, and the 

detection of oscillatory activity in separate input pathways. 

2.3 Methods 

All experimental procedures conformed to the guidelines established by the 

Canadian Council on Animal Care and followed protocols that were approved by the 

University of Alberta Biosciences Animal Care and Use Committee. 

2.3.1 Animals and surgery 

Data were collected from 17 male Sprague-Dawley rats (250 ± 12.5 g). 

Animals were placed in an enclosed chamber with 4% isoflurane in 100% oxygen 

until the loss of righting reflexes was observed, at which point they were transferred 

to a surgical table where isoflurane (1.5-2%) delivered through a nose cone while a 

catheter was inserted in the jugular vein. Isoflurane was discontinued and urethane 

(0.67-08 g/mL) was administered in small increments through the implanted 

catheter to a final dose of 1.71 ± 0.06 g/kg. Final urethane dosage was determined 

by a lack of behavioural responses including withdrawal to toe pad pressure and 

being placed in a stereotaxic frame (Model 900; David Kopf Instruments, Tujunga, 

CA, USA). Body temperature was maintained at 37 °C using a servo-driven heating 

pad connected to a rectal probe (TR-100; Fine Science Tools, Vancouver, BC, 
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Canada). A subcutaneous injection of atropine methyl nitrate (0.05 mg/kg) was 

administered to prevent respiratory secretions. Supplemental urethane doses were 

given if animals showed spontaneous vibrissae movement or a reflex withdrawal to 

toe pad pressure. 

A monopolar electrode consisting of Teflon-coated stainless steel wire (bare 

diameter 125 µm, A-M Systems, Carlsborg, WA, USA) was implanted in the frontal 

cortex (coordinates relative to Bregma: anterior-posterior (AP): +2.5 mm; medial-

lateral (ML): +1.2 mm), in superficial (n=10, dorso-ventral (DV): -0.23 ± 0.01 mm) 

or deep (n=6, DV -1.73 ± 0.07 mm) cortical layers. A 16-channel linear multi-site 

electrode with 100 µm separation between contacts (silicon probes from 

Neuronexus, Ann Arbor, Michigan, USA or multi-site platinum-iridium electrodes 

from Plexon, Dallas, Texas, USA)  was implanted in the dorsal hippocampus, 

targeting the CA1/dentate gyrus axis (AP -3.31 ± 0.03 mm; ML -2.27 ± 0.06 mm; 

DV -3.51 ± 0.07 mm). In a subset of animals, bipolar stimulating electrodes (twisted 

Teflon-coated wires, bar diameter 200 µm, A-M Systems, Carlsborg, WA) were 

implanted in the contralateral CA3 (n=2, AP -3.8 mm; ML -3.75 mm; DV -2.68 ± 

0.38 mm) and/or in the ipsilateral angular bundle (n=6, AP -7.05 ± 0.12 mm; ML -

4.08 ± 0.42 mm; DV -3.12 ± 0.33 mm). All static electrodes were fixed to the skull 

with dental acrylic. 

2.3.2 Data collection 

 Recordings were referenced to stereotaxic ground. Monopolar electrode 

signals were amplified with a gain of 1000 and filtered from 0.1 Hz to 10 kHz using a 

differential AC amplifier (Model 1700, A-M Systems). Linear multiprobe signals were 

first passed through a headstage with unity gain (Plexon, Dallas, Texas) and then 

amplified at a gain of 1000 and filtered from 0.07 Hz to 8 kHz (PBX-2 amplifier, 
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Plexon). Signals were then digitized with a sampling rate of 1000 Hz with anti-alias 

filtering at 500 Hz using a Digidata A/D board (Molecular Devices, Union City, CA) 

connected to a personal computer for data acquisition in Axoscope (Molecular 

Devices, Union City, CA). Bipolar stimulation electrodes were connected to an 

isolated current pulse generator (Model 2100, A-M Systems). Biphasic pulses of 100-

250 µA for 0.2-0.5 ms were delivered to the angular bundle, and 100-150 µA for 

0.2-0.5 ms were delivered to the contralateral CA3. 

Following completion of data collection, animals were perfused transcardially 

with physiological saline followed by 4% paraformaldehyde, and brains were 

extracted and stored in a solution of 4% paraformaldehyde and 30% sucrose. After a 

minimum of 24 hours, brains were frozen with compressed CO2 and 48 µm slices 

were taken using a rotary microtome (Model 1320, Leica, Vienna, Austria). Slices 

were mounted on gel-coated slides and allowed to dry before staining with thionin 

and cover-slipping. The position of the multiprobe within the CA1-dentate axis was 

verified. 

2.3.3 Data Analysis 

 Analysis was performed using a combination of built-in and custom-written 

code in Matlab version 7.14 (The Mathworks, Natick, MA, USA). Matlab 

implementation of ICA algorithms were freely available (runica: Delorme and Makeig 

(2004); FastICA: Hyvarinen (1999a) and JadeR: Cardoso (1999)). ICA was 

computed on both wide-band and filtered (6-250 Hz) signals. Filtering of signals was 

performed using a zero-phase-lag (forward and backward) 3rd order Butterworth 

filter. Spatial weight profiles were all aligned with respect to the phase reversal of 

the theta (3-12 Hz) oscillation, which occurs just below the pyramidal cell layer in 
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CA1 (see Figure 1.4). Details of a normalization procedure for comparing weighting 

profiles across animals are found in the Results section. 

Power spectra as well as power, phase and coherence profiles were calculated 

using Welch’s averaged periodogram method with a 6-s Hanning window and 2-s 

overlap, with SLM as the reference channel. Alternatively, in some cases power 

spectra were computed using a 6-cycle Morlet wavelet across logarithmically spaced 

frequencies from 0.5-215 Hz. Current source density (CSD) was computed as the 2nd 

spatial derivative of the voltage traces.  

The Better Oscillation detection (BOSC) method was used to identify 

oscillatory events in separated independent components. The details of this method 

have been described previously, and Matlab code is freely available (Caplan et al., 

2001; Whitten et al., 2011; Hughes et al., 2012). In brief, oscillations are detected 

only when both a power and a duration threshold are exceeded, and both of these 

thresholds are derived separately for each frequency. In the results we detail some 

modifications to the method that were found to improve performance in some cases. 

2.4  Results 

 LFP signals were recorded from a linear array in the dorsal hippocampus of 

urethane anaesthetized rats (n=16; data from one animal were removed due to an 

electrode position medial to CA1). These animals showed rhythmic alternations 

between an activated state characterized by theta (3-12 Hz) oscillations in the 

hippocampus, and a deactivated state characterized by the slow oscillation (~1 Hz) 

in both the hippocampus and neocortex (Steriade et al., 1993b; Wolansky et al., 

2006; Clement et al., 2008). These raw signals were used to assess the reliability of 

ICA results across algorithms, epochs and animals. 
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2.4.1 Reliability of ICA results across algorithms 

 Three different algorithms were evaluated: runica (Makeig et al., 1996; 

Delorme and Makeig, 2004), which uses the infomax principle to maximize 

independence of the components by maximizing their information content; FastICA 

(Hyvarinen and Oja, 2000; http://www.cis.hut.fi/projects/ica/fastica/), which uses 

one of several contrast functions to maximize non-gaussianity; and JadeR (Cardoso, 

1999), which uses the 4th order cumulants to set up the objective function. Multiple 

options for both the FastICA and runica algorithms were assessed. FastICA can use 

either a symmetrical (all components at once) or a deflation (one component at a 

time) decorrelation approach. The default is the deflation approach. Furthermore, 

there are four different functions that can be used in its fixed-point algorithm: the 

third power (pow3), the hyperbolic tangent (tanh), the Gaussian (gauss), and the 

second power (skew). The runica algorithm can use either the default or ‘extended’ 

approaches (Lee et al., 1999), where the extended approach is better able to deal 

with sub-gaussian sources such as electrical line noise (Delorme and Makeig, 2004). 

As a first pass, the comparability of spatial weightings of the ICA components 

was assessed. The maximum number of components that can be extracted is equal 

to the number of recording channels, which was 14 in the case of the representative 

example in Figure 2.2. With 14 components extracted, there were some components 

with a high degree of overlap across algorithms (Figure 2.2Ai), some components 

with a moderate degree of overlap (Figure 2.2Aii), and many components with very 

flat or jagged spatial profiles, making them difficult to interpret. It seemed likely that 

results would be improved by reducing the dimensionality of the data prior to 

running the ICA. This is performed using principal component analysis (PCA) as a 

pre-processing step, and retaining only the first ‘x’ number of components. 

Determining ‘x’, or the optimal number of PCA components to retain is often done by 
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looking for the bend in the scree plot of the proportion of variance explained by each 

principal component (Figure 2.2Bii, circled, n=16 animals). Based on this criteria, 

only 3-4 principal components should be retained. A scree plot in loglog space also 

showed only 4 components before the bend (circled, Figure 2.2Biii). However, based 

on the number of components that appeared consistently across algorithms, we 

decided to retain the first 6 principal components. While this was admittedly 

somewhat arbitrary, the reliability of components with similar profiles across 

subjects (see below) suggests that they are physiologically meaningful. 

We identified components 1-6 based on the similarity of their spatial weighting 

profiles (Figure 2.2C-D). Independent component (IC) 1 (black) was the only one 

that did not cross the zero- axis (i.e. it did not reverse phase across depth). This 

suggested that it might represent the volume-conducted signal from the overlying 

cortex. IC2 (cyan) was maximal at -400 µm (all depths are relative to the phase 

reversal of theta activity, set as 0 µm). IC3 (red) reversed polarity at -400 µm. IC4 

(magenta) was maximal at -100 µm. IC5 (blue) reversed polarity at -500 to -600 

µm. Finally, IC6 (green) was maximal at 200 µm.  

We first compared all three algorithms (Figure 2.2Ci; runica extended, FastICA 

symm, pow3, and JadeR with default settings). ICs 1-4 and 6 were quite similar 

across algorithms, but IC5 had an unusual profile with the FastICA and JadeR 

algorithms, crossing the zero-axis 3 times, which seemed unlikely for a 

physiologically meaningful source. This criteria is based on the assumption that true 

neural sources should create a dipole in the electrical field, due to current leaving (or 

entering) the extracellular space from one point and the return current entering (or 

leaving) the extracellular space from another point. Dipolarity in ICA components of 

scalp EEG has been suggested as a measure of ‘biological plausibility’ (Delorme et 

al., 2012). We therefore excluded the JadeR algorithm from further analysis. 
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Figure 2.2 Comparison of ICA algorithms applied to the same dataset 
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Figure 2.2. Comparison of ICA algorithms applied to the same dataset.  

(A) ICA component weightings from analysis of 600 seconds of data recorded 

from the dorsal hippocampus of a representative animal, analyzed using three 

different ICA algorithms (runica, FastICA and JadeR). The 14 components from 

each algorithm are separated into those that seem to overlap well across 

algorithms (i), those with a moderate degree of overlap (ii), and those with 

relatively flat or jagged profiles that are difficult to evaluate (iii). (B) The use of 

PCA as a pre-processing step to reduce the dimensionality of the data. (i) The 

first 5 principal components are shown in bold. (ii) The proportion of variance 

described by each principal component on average across animals (n=16). The 

bend in the scree plot is circled. (iii) The proportion of variance as a function of 

component number in loglog coordinates. (C) Comparison of ICA component 

weightings across different algorithms following dimension reduction to the first 6 

principal components. There is enough similarity between components to classify 

them as component 1-6 (colour-coded) across algorithms. (i) runica (extended) 

vs FastICA (symm, pow3) vs JadeR (default settings). (ii) FastICA (symm, pow3) 

vs FastICA (defl, pow3). (iii) FastICA (symm, pow3) vs FastICA (symm, tanh). 

(iv) FastICA (symm, tanh) vs FastICA (symm, gauss). (v) FastICA (symm, tanh) 

vs FastICA (symm, skew). (vi) runica (extended) vs runica (default). (vii) runica 

(extended) vs FastICA (symm, tanh). (D) Power (i) and coherence (ii) spectra of 

components extracted with runica (extended) vs FastICA (symm, tanh). 
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However, FastICA has several options for its implementation, so we assessed each 

one at a time. The symmetrical decorrelation approach seemed to produce more 

plausible IC profiles than the deflation approach (Figure 2.2Cii). With the deflation 

approach, the presumed volume-conducted component (IC1, black), showed a large 

hump at -400 µm, suggesting that it might be mixed with IC2 (cyan). We therefore 

used the symmetrical approach for the remaining FastICA analyses. The next options 

to compare were the pow3 vs tanh options (Figure 2.2Ciii). In this case the tanh 

option did a better job with IC5 (blue), giving it only one zero-crossing. We therefore 

compared the next two FastICA options with tanh. The tanh and the gauss options 

were very similar (Figure 2.2Civ), although IC5 was slightly smoother with tanh. The 

final option for FastICA was skew (Figure 2.2Cv), which seemed to mix ICs 2 (cyan) 

and 6 (green).  

We then compared the runica extended and default options (Figure 2.2Cvi). 

IC1 (black) with the default option was flatter, which was more realistic for a 

volume-conducted component. To look at the impact of slightly different component 

weighting profiles on the extracted components, we compared runica (extended) to 

FastICA (symm, tanh; Figure 2.2Cvii). These and all other spectral and coherence 

estimates were calculated on the entire 10 minute epoch used for ICA separation for 

this animal. The power spectra of components extracted using the two algorithms 

were quite similar (Figure 2.2Di), and the coherence was very high (Figure 2.2Dii), 

with the exception of IC1 (black) at higher frequencies, as well as a dip in coherence 

at theta frequency (~4 Hz) for IC1 and at SO frequency (1 Hz) for IC2. Based on all 

comparisons, we found that the runica algorithm and the FastICA algorithm with 

symmetrical tanh or gauss approaches are quite comparable and produce 

components with physiologically plausible spatial profiles. To quantify the similarity 

between these four approaches, we calculated the average coherence of components 
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extracted with each algorithm averaged over frequencies <100 Hz. The results are 

reported in the Table 2.1. 

 

2.4.2 Reliability of ICA results across epochs and animals 

 Since ICA uses an iterative algorithm to converge on the optimal solution, 

different results could in theory be obtained from the same dataset. However, in our 

experience the differences are nearly imperceptible. To demonstrate this, ICA was 

run on the same dataset 10 times, and the results are overlaid in Figure 2.3. Only at 

high magnification (Figure 2.3 inset) can any differences be seen, suggesting that 

ICA results are highly reliable when given the identical dataset. However, a more 

important question is how robust the ICA components are to non-stationarities in the 

signal when analyzing different datasets from the same animal. To assess this, we 

Table 2.1 Coherence of ICA components across algorithms 

 

Average coherence in the 0-100 Hz range was calculated between components 

separated by different algorithms (compared pairwise). Reported values are 

mean ± SEM for the 6 components. Coherence values were computed on a 10 

minute epoch using Welch’s averaged periodogram method with a 6 second 

window and 2 second overlap between windows. 
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Figure 2.3 Reliability of ICA unmixing of the same dataset 

(A) The overlay of component weightings of 10 separate implementations of ICA 

(runica, extended) on the same dataset. Only by zooming in (inset) are small 

variations in the results apparent. 
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separated the data from a representative animal into 6 equally spaced overlapping    

epochs (Figure 2.4A). Importantly, this included epochs that spanned transitions 

between deactivated and activated brain states (eg. Epoch 5, where SO power drops 

suddenly and theta power increases suddenly, corresponding to a transition from a 

deactivated to an activated state). We then used the unmixing matrix obtained from 

the individual epochs to unmix the entire dataset, and computed coherence of those 

components with the corresponding components extracted based on the full dataset. 

While components 1-6 could be identified reliably based on their spatial profiles 

across epochs (with the exception of component 5 (blue) in epoch 1; Figure 2.4B), 

there were obvious differences in the spatial weightings. These differences were 

more apparent when we looked at the coherence measures for the component time 

series (Figure 2.4C). The theta frequency (4 Hz) seemed particularly problematic 

across all epochs, especially for component 1 (black). The worst results for ICA 

separation were obtained from epoch 5 which spanned a state transition (Figure 

2.4B-Dv). Nevertheless, across most epochs the characteristics of the activations 

associated with each component were visually similar (Figure 2.4D). We performed 

the same analysis using FastICA (symm, tanh), and on average there was a similar 

pattern with some epochs producing very poor coherence, and particular problems at 

theta frequency. However, interestingly FastICA performed worst on epochs 1, 2 and 

4, and best on epochs 3 and 5, suggesting that its unmixing performance was 

actually improved by state transitions (data not shown). The runica (default) 

algorithm performed worse across all epochs compared to both the extended version 

(shown in Figure 2.4) and the FastICA. 

 Despite these differences between algorithms, the strong power of theta 

oscillations seemed to be confounding the ICA analysis to some degree. One 

approach to mitigate this problem was to filter the signal prior to implementing the 
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Figure 2.4 Reliability of ICA unmixing across different epochs within the 

same dataset 
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Figure 2.4. Reliability of ICA unmixing across different epochs within the 

same dataset.  

(A) The power of SO (black) and theta (red) across 600 seconds of data from a 

representative animal. Note the sharp state transition at ~420 seconds 

characterized by a reduction in SO power and an increase in theta power. This 

dataset was divided into 6 overlapping epochs and ICA (runica, extended), was 

run on the individual epochs and compared to ICA results from the entire 

dataset. (B) Overlay of the component weightings from the individual epochs 

(solid line) vs the full dataset (dashed line) for all 6 epochs (i-vi). (C) Coherence 

between components separated based on the unmixing matrix from the epoch or 

from the full dataset. Notice the poor performance at the theta frequency (~4 Hz) 

as well as in epoch 5 that includes the state transition. (D) Time series of the 

components extracted using the unmixing matrix from the epoch (coloured 

traces) overlayed on the components extracted using the unmixing matrix from 

the full dataset (black traces) during SO and theta states. (Grey – IC1; Cyan – 

IC2; Red – IC3; Magenta – IC4; Blue – IC5; Green – IC6). 
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ICA. When we band-pass filtered the LFP between 6-250 Hz, the ICA reliability 

across epochs was drastically improved (Figure 2.5A-C). After filtering, we no longer 

saw component 6 (green), and therefore we reduced the dimensions to the first 5 

principal components. The component weights for all 6 epochs are overlaid in Figure 

2.5A, and the coherence measures for all components and all epochs are overlaid in 

Figure 2.5B, with coherence above 0.8 in almost all cases across all frequencies. 

Notably, this includes cases where the ICA was run only on the activated state or 

only on the deactivated state, but the unmixing results on the whole dataset were 

nearly identical. In addition, when we looked at coherence between the runica 

default and fastica tanh algorithms (as in Table 1) after pre-filtering, the average 

coherence increased to 0.9998 ± 0.00005. The time series of these components 

show some interesting dynamics, including the periodic bursts of high frequency 

activity in component 2 during SO (Figure 2.5C). Based on the reliability of ICA 

separation across epochs with the band-pass filtered signal, we recommend filtering 

out strong oscillations such as theta prior to ICA implementation.  

 In some cases the dynamics of slow (<6 Hz) frequencies may be of interest. 

One approach for looking at these slow dynamics would be to use the unmixing 

matrix from the filtered dataset to unmix the unfiltered (wide-band) signal. This 

approach produces component time courses that look very similar to those obtained 

from ICA of the wide-band signal (Figure 2.6C). The coherence of the wide-band vs 

filtered ICA components shows that these results are not identical. However, which 

approach best represents the ‘true’ underlying sources for slow frequencies is 

unclear. It is interesting to note that the coherence of the presumably volume 

conducted component (black) is very high using both filtered and wide-band 

approaches at ~1 Hz, which is the frequency of the slow oscillation. This suggested 

that in both cases the volume conducted signal is well separated by the ICA. Due to
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Figure 2.5 Reliability of ICA unmixing across different epochs after pre-

filtering 

ICA was performed on the same epochs as in Figure 2.4, with band-pass filtering 

from 6-250 Hz as a pre-processing step. (A) Overlay of component weightings 

from all 6 epochs. (B) Coherence spectra of components separated based on the 

unmixing matrix from each epoch compared to those from based on the unmixing 

matrix from the full dataset. All comparisons for all epochs are overlayed. The 

only conspicuous drop in coherence is for IC3 derived from epoch 1 at the 

frequencies below 20 Hz. (C) Time courses of the extracted components based on 

the full dataset, during the same SO and theta samples shown in Figure 2.4D. 
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Figure 2.6 Unmixing the wide-band signal using the ICA results from the 

filtered signal 

(A) Comparison of component spatial weighting profiles for ICA performed on the 

filtered (solid) vs. the wideband (dashed) signal. (B) Coherence between 

components obtained from the filtered vs the wide-band unmixing matrices. 

Colours correspond to the components in C. (C) Time courses of components 

obtained from the filtered (coloured traces) vs. the wide-band (black traces) 

unmixing matrices. 
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the better reliability of the band-pass filtered ICA results across epochs (Figure 2.5), 

we are more inclined to trust the results from this procedure. We also ran the ICA on 

low-pass filtered signals (<6 Hz), as well as on data that were ‘whitened’ by taking 

the differential of the continuous signal, however the separation was worse than for 

the wide-band signal in both cases (data not shown), so these approaches were not 

pursued further. 

 Once we were able to obtain reliable ICA results within a single animal 

through pre-filtering, the next step was to assess the consistency of ICA components 

across animals. To compare components across animals, we needed a method to 

align the spatial weighting profiles. We took advantage of the fact that the peak 

power of the theta oscillation occurs at stratum lacunosum moleculare (SLM), and 

the phase of the theta oscillation reverses just below the pyramidal cell layer (see 

Figure 1.4 of Chapter 1). This gave us two points to use in the alignment. The depth 

of the theta phase reversal was set as 0 µm. The distance from the reversal to the 

power maximum was typically 400 µm, however it could range from 300 – 500 µm 

due to differences in electrode position (Figure 2.7A inset) and individual brain 

morphology. We therefore scaled the profiles to normalize this distance to 400 µm, 

and used cubic spline interpolation to derive averages at 100 µm intervals.  

The results after scaling of the spatial profiles are shown in Figure 2.7B and D, 

and the averages for the identified components in Figure 2.7C. While there is some 

variability when components are compared across animals, some of this could be 

due to imperfect alignment and scaling (100 µm resolution for estimating theta 

phase reversal and power maximum could contribute some error). Nevertheless, 

consistent features such as the depth of maximal activation and the depth of phase 

reversals made identification of individual components quite clear in most cases. 

Based on the consistency across animals and the relation to the depths of known 
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Figure 2.7 Reliability of ICA components across animals 

(A) Schematic representation of recording location within the dorsal 

hippocampus, showing the main synaptic inputs and their spatially organized 

termination zones. Actual positions of multiprobe across animals are shown in the 

inset. Data from the light grey electrode were excluded due to medial position 

with respect to CA1. (B). Overlay of components from all subjects (n=16) after 

scaling based on the depth of theta reversal and the maximum theta power. ICA 

was performed using the runica (extended) algorithm after pre-filtering between 

6-250 Hz. (C) Average ± SEM of the identified components across all animals. 

(D) Same plot as in B but separated to show each component individually. 
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synaptic inputs to the hippocampus, the components were putatively identified 

(Figure 2.7D): the volume conducted component (VCic, black, no reversal of 

polarity); the SLM component (SLMic, cyan, peak ~ -400 µm); the lateral perforant 

path component (LPPic, red, polarity reversal ~ -400 µm); the Schaffer collateral 

component (SchCic, magenta, peak ~ -200 µm); and the medial perforant path 

component (MPPic, blue, polarity reversal below -400 µm).  

In a subset of animals we stimulated either the CA3 subfield or the angular 

bundle to activate the Schaffer collateral pathway or the rhinal (perforant and 

temporoammonic) pathways respectively. When the unmixing matrix from the 

spontaneous data was used to unmix the evoked potentials, we saw activation 

exclusively in the SchCic following CA3 stimulation (Figure 2.8A), and activation in 

one of the SLMic, MPPic or LPPic exclusively following angular bundle stimulation 

(Figure 2.8B-D). While this was only done in a subset of animals, we took it as one 

piece of evidence supporting the putative identities of the components. 

2.4.3 Applications: removing the volume conducted component of the 

signal 

 The spectrum of the VCic was highly similar to that of the signal recorded in 

the frontal cortex during both activated and deactivated states (Figure 2.9A). When 

the time series of the cortical signal and the VCic are overlaid, the similarity is 

striking (Figure 2.9C). A common method for removing the influence of volume 

conduction from a signal is current source density (CSD), which transforms the 

signal by taking the second spatial derivative of the voltage traces. However, ICA 

was originally used primarily to remove eye movement artifacts from human EEG 

signals (Jung et al., 2000), so we hypothesized that it could be used here as well to 

remove the volume conduction ‘artifact’ from the local hippocampal signal (Figure 
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Figure 2.8 Evoked potentials from stimulation of afferent pathways is 

captured by the corresponding ICA components 
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Figure 2.8. Evoked potentials from stimulation of afferent pathways is 

captured by the corresponding ICA components.  

(A) Stimulation of CA3 activates the SchCic. (i) ICA weights for this subject based 

on spontaneous activity (no stimulation); colours are consistent with those 

presented in previous figures. (ii) Time course of activation of each component 

during the evoked potential, obtained by using the inverse of the unmixing 

matrix from the spontaneous data. Amplitude expressed in mV at the depth of 

maximal negativity of the raw evoked potential. The evoked potential is clearly 

captured in the time course of the SchCic with minimal activation of the other 

components, as expected if the SchCic represents the activity of the SchC 

pathway. (iii) Stimulation-evoked LFP for the SchCic. (iv) Stimulation-evoked 

CSD for the SchCic, showing a large sink at SRad. (B-D) Stimulation of the 

angular bundle activated the SLMic (B), the LPPic (C) or the MPPic (D) in 

individual animals. Panels i-iv are as described in A. In all cases, the stimulation 

primarily activated a single ICA component (panels ii). 
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Figure 2.9 Applying ICA to remove the volume conducted component of 

the LFP signal 
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Figure 2.9. Applying ICA to remove the volume conducted component of 

the LFP signal.  

(A) Power spectra (normalized by total power during a 2 minute sample of the 

deactivated state) for the frontal neocortical signal (CTX; black) and for the VCic 

(red) during both deactivated (solid) and activated (dashed) states. (B) ICA 

component weightings for this animal with the VCic shown in red. (C) Overlay of 

the time course of the VCic and the CTX signal. (D) Visual demonstration of the 

subtraction of the VCic component (red) from the raw LFP (black) to yield the 

‘local’ LFP without the contribution of volume conduction (green). Note that the 

VCic signal is obtained by multiplication of the component weighting in B by the 

activation time course in C. While both B and C are unitless, the time series in D 

is in mV. (E) CSD analysis of the raw LFP (left), VCic (middle) and the subtracted 

LFP (right). Note that the VCic is not associated with any sinks or sources, as 

expected for a volume conducted signal. The CSDs of the raw and subtracted 

LFPs are nearly identical. (F) Overlay of the raw LFP signal (black) with the VCic 

(red) and the subtracted LFP (green) at SLM and at stratum oriens (SOr). Notice 

that at SLM most of the signal is local, whereas at SOr most of the signal is 

volume conducted. 
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2.9D). The CSD of the subtracted signal was identical to the CSD of the raw signal, 

while the CSD of the VCic showed no current sinks or sources (Figure 2.9E). Across 

animals, the average coherence of the raw CSD with the VC-subtracted CSD 

(averaged across channels and frequencies <100 Hz) was 0.991 ± 0.004 (n=16). 

We also looked at the coherence for the wide-band ICA separation, which was 0.986 

± 0.004 (n=16), suggesting that both approaches are reliable for subtracting the 

volume conducted signal. This subtraction showed that the hippocampal LFP at SLM 

is predominantly locally generated (Figure 2.9F, left panel), while the LFP at stratum 

oriens (above the pyramidal cell layer) is predominantly volume-conducted from 

other areas of the brain (Figure 2.9F, right panel). The absence of a full phase 

reversal of 1 Hz activity in the hippocampus has been used to suggest that the SO is 

not generated locally in the hippocampus. However, when the influence of volume 

conduction is subtracted, a 180° phase reversal of 1 Hz activity emerges, 

approximately 100 µm ventral to the theta phase reversal at 0 µm (Figure 2.10D).  

2.4.4 Applications: identifying oscillatory events in ICA components using 

the Better Oscillation detection method (BOSC) 

 Once the underlying sources of the hippocampal LFP were separated with ICA 

and putatively identified, the next step was to identify and characterize oscillatory 

activity patterns in each of the putative pathways. We wanted to use the BOSC 

method to identify oscillations based on both an amplitude (power) and a duration 

threshold (Figure 2.11; Caplan et al., 2001; Whitten et al., 2011; Hughes et al., 

2012). Briefly, the duration threshold is set as 3 (or more) cycles of an oscillation at 

a given frequency. The amplitude threshold is based on estimating the background 

spectrum by fitting the theoretical 1/f shape of the actual spectrum (Pritchard, 

1992), and taking this estimate as the mean of the χ2(2) distribution of power values 
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Figure 2.10 Power, coherence and phase profiles of SO and theta activity 

before and after subtraction of the VCic 

(A) Schematic representation of the location of the recording electrode with 

respect to the cell layers within the hippocampus. Mean power (B), coherence 

(C), and phase (D) profiles as a function of depth for SO (black) and theta (red) 

activity before (dashed) and after (solid) the subtraction of the VCic across 

animals (n=16). Power was normalized by the total power during a 2 minute 

sample of the deactivated state. Coherence and phase were calculated with 

reference to the channel at SLM (-400 µm). Note the appearance of a phase 

reversal for SO activity after subtraction of the VCic. 
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Figure 2.11 Schematic description of the BOSC method for oscillation 

detection 

The BOSC method is based on setting an amplitude (or power) and duration 

threshold for each frequency, in order to detect oscillatory activity such as that in 

(A) that exceeds both thresholds, but to exclude activity such as that in (B) that 

does not exceed the amplitude threshold, as well as activity such as that in (C) 

that does not exceed the duration threshold. The duration threshold is set based 

on 3 (or more) cycles of an oscillation at a given frequency. (D) The first step in 

determining the amplitude threshold is to fit the background spectrum in order to 

estimate the mean power in the absence of oscillations. (E) The second step is to 

use the power from the background fit in (D) as the mean of the theoretical χ2(2) 

distribution of power values in order to determine an appropriate power threshold 

such as the 95th percentile. Reproduced from Whitten et al. (2011). 



60 

 

at each frequency. The threshold can then be set as the 95th or 99th (or other) 

percentile of this theoretical χ2(2) distribution. The reliability of the BOSC method 

depends on a good fit of the background spectrum. We found that our 

experimentally derived spectra were deviating significantly from the theoretical 1/f 

shape, and therefore were not well-estimated by the linear fit (Figure 2.12A, dotted 

line in all three panels). This was true for both raw and ICA signals. The deviation 

from 1/f was particularly problematic during the activated state when the spectrum 

was dominated by the theta (4 Hz) frequency (Figure 2.12A middle panel). We 

therefore implemented a modification to the BOSC method by fitting the spectrum 

with a 2nd degree polynomial, thereby allowing a curved estimate of the background 

spectrum (Figure 2.12A, solid red line).  

 The problems associated with a poor estimate of the background spectrum 

are illustrated in Figure 2.12B. The linear fit was over-estimating the mean power at 

the low end of the spectrum (0.6 Hz, Figure 2.12Bi, right panel). This is also 

apparent in the spectra (Figure 2.12A), where the linear fit is always well above the 

actual spectrum at low frequencies across brain states. This over-estimation of the 

mean results in too few detections, because the actual distribution of power values is 

not well fit by the theoretical χ2(2) distribution with the inflated mean. The opposite 

problem is seen at 9.5 Hz, where underestimation of the mean power results in too 

many detections (Figure 2.12Bii, right panel). Many power values lie beyond the 99th 

percentile of this under-estimated χ2(2) distribution. On the other hand, the curved 

fit does a much better job of fitting the actual distributions of power values (Figure 

2.12B, left panels), although at 152 Hz (Figure 2.12Biv), the curved fit is under-

estimating while the linear fit is over-estimating the mean power. 

 Using the BOSC method with the modification of a curved fit of the 

background spectrum and a 36-second sliding window to estimate the background, 
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Figure 2.12 Linear vs curved fitting of the background spectrum for BOSC 
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Figure 2.12. Linear vs curved fitting of the background spectrum for 

BOSC.  

(A) Examples of the estimation of the background spectrum across 36-second 

windows during deactivated (left), activated (middle) and transition (right) states 

in a representative animal. The experimentally determined mean power (black) 

deviates from the theoretical 1/f shape, and is therefore better fit using a curved 

instead of a linear fit. (B). The consequences for the method of under- or over-

estimating the background spectrum are shown across different frequencies (0.6 

Hz to 152 Hz) with the actual distribution of power values (blue bars) plotted with 

the theoretical χ2(2) distribution in red. Any values beyond the scale are plotted 

in the highest bin. Notice that the linear fit (right panels) over-estimates the 

mean power for low (i – 0.6 Hz) and high (iv – 152 Hz) frequencies, leading to 

too few detections, while it under-estimates the mean power for mid-range 

frequencies (ii – 9.5 Hz), leading to too many detections. At ~95 Hz (iii), the 

curved and linear fits are close, and both provide reasonable estimates of the 

background spectrum as shown in the close fit between the distribution of actual 

power values and the theoretical χ2(2) distribution. The curved fit (left panels) 

does a better job of fitting the power distributions, however it tends to under-

estimate the mean at high frequencies (iv – 152 Hz). 
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we were able to identify oscillations in the SLMic in the gamma range (20-100 Hz). 

We took two approaches – first, unmixing the wide-band signal and fitting the 

spectrum from 0.5 – 215 Hz (Figure 2.13A and 13Bi), and second unmixing only the 

band-pass filtered signal (6-250 Hz) and fitting the spectrum in the 8-215 Hz range 

(Figure 2.13Bii). Both approaches identified gamma (32 Hz) oscillations at the same 

time points. The periodic nature of the bursts of gamma that are evident in the 

SLMic was striking. The question of how these events are related to the phase of the 

very rhythmic SO in the cortex (Figure 2.13Biii) will be addressed in Chapter 3. 

 A final challenge for the BOSC method was to identify ripple oscillations in the 

pyramidal cell layer. Ripple oscillations during slow wave sleep have been associated 

with the replay of firing sequences from prior waking states (Girardeau et al., 2009; 

Ego-Stengel and Wilson, 2010), and they are triggered by large depolarizing events 

in the Schaffer collateral pathway. While we sometimes saw a component that was 

maximal at the pyramidal cell layer (see component 6, green, Figures 2.2 and 2.4), 

this component sometimes disappeared in the filtered signal and furthermore it was 

not reliable across animals. Therefore, to examine ripple oscillations we used the 

CSD of activity at the pyramidal cell layer. Ripples present a unique problem for 

BOSC because they are quite rare but very large amplitude (see sporadic large 

spikes in 128 Hz power, Figure 2.14B). The green line in Figure 2.14B represents the 

99th percentile threshold based on the χ2(2) distribution (Figure 2.14A). It is clear 

that if we are only interested in the very large ripple events, this threshold is too 

low. We are likely looking for the very rare events represented by the bin at the far 

right of the distribution in Figure 2.14A (circled). We therefore set the power 

threshold at the 99.99th percentile, and found reliable detection of ripple oscillations 

in the pyramidal layer CSD. These detections (Figure 2.14C, red) coincided very well 

with the traditional ripple detection method based on the smoothed root-mean-
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Figure 2.13 Examples of BOSC oscillation detection in the SLMic 

(A) Detection of oscillations (black) detected in the SLMic during the 10 second 

epoch shown in Figures 4-6 (for the SO state). Note the detection of the ~1 Hz 

SO, as well as periodic detections of higher frequency oscillations in the spindle 

(8-16 Hz) and gamma (20-100 Hz) ranges. (Bi) Detected oscillations at 32 Hz 

(cyan) superimposed on the SLMic signal. The background was fit in the range 

from 0.5-215 Hz. (ii) Detected oscillations at 32 Hz (cyan) superimposed on the 

filtered (6-250 Hz) SLMic signal. The background was fit in the range from 8-215 

Hz. (iii) The simultaneously recorded neocortical signal. Note that the SLMic is 

only active on some cycles of the neocortical SO. 
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Figure 2.14 Detection of hippocampal ripples using BOSC 

(A) The theoretical χ2(2) distribution and the actual distribution of power values 

at 128 Hz for the pyramidal layer CSD for a representative animal. Note the bin 

at the far end of the distribution (circled) with more than the expected proportion 

of power values. (B) Wavelet power values for 128 Hz. The sporadic, high power 

events are likely ripple oscillations. The 99th (green) and 99.99th (red) percentiles 

shown in (A) are plotted. (C) Top panel: CSD at stratum pyramidale (SPyr) with 

the detection of ripples (128 Hz) using the 99.99th percentile threshold 

highlighted in red. The traditional ripple detection method of the smoothed RMS 

of the 100-200 Hz filtered SPyr signal is shown in the middle panel. The lower 

panel shows the coincidence of detected ripples with sharp waves in the SchCic.  
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square of the 100-200 Hz filtered pyramidal layer signal (Figure 2.14C, middle 

panel). Furthermore, they were strongly associated with the occurrence of sharp 

waves in the SchCic as expected (Figure 2.14C, lower panel). We therefore suggest 

that the BOSC method with an increased amplitude threshold is an efficient method 

for detecting ripple oscillations in the hippocampus. 

2.5 Discussion 

We have presented evidence that ICA is a valuable tool in understanding the 

activity of spatially segregated inputs to the dorsal hippocampus. This supports work 

by other groups, in particular that of the Herreras lab (Makarov et al., 2010; 

Makarova et al., 2011; Fernandez-Ruiz et al., 2012b; Fernandez-Ruiz et al., 2012a; 

Fernandez-Ruiz and Herreras, 2013; Fernandez-Ruiz et al., 2013; Martin-Vazquez et 

al., 2013; Benito et al., 2014; Makarova et al., 2014) as well as others (Schomburg 

et al., 2014). In comparing results across ICA algorithms, as well as the stability of 

ICA components across epochs and between animals, we are able to make some 

recommendations in terms of the implementation of ICA methods to hippocampal 

signals. 

We evaluated the outputs of different ICA algorithms based on the 

physiological plausibility of the components, as well as the flatness of the spatial 

profile of the volume conducted signal. Based on this, we found the best 

performance with the runica algorithm (slightly improved performance with the 

default vs. the extended versions), and the FastICA algorithm with a symmetrical 

decorrelation approach and either tanh or gauss settings for the objective (contrast) 

function. Hyvarinen (1999a) did suggest that tanh was a good all-purpose contrast 

function, whereas gauss was better with super-gaussian components, and pow3 was 

only suggested when the sources are sub-gaussian and there are no outliers.  
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When we assessed the reliability of ICA across different epochs from the same 

dataset, we found that the theta frequency was particularly problematic, and sharp 

transitions between brain states also appeared to contribute to unreliable estimates 

of the unmixing matrix. However, when we filtered out the slow frequencies (band-

pass filter, 6-250 Hz), the ICA reliability was dramatically improved and there were 

no longer problems with state transitions or with particular frequency bands. We 

therefore recommend filtering out the slow frequencies prior to ICA implementation. 

If the analysis of slow frequencies is desired, the unmixing matrix from the filtered 

signals can be used to unmix the original wide-band signals. Simulation studies 

might be valuable to determine which approach better estimates the low frequency 

dynamics. We found that both filtered and wide-band ICA approaches reliably 

separated the volume-conducted signal, which overlapped well with the neocortical 

signal recorded from several mm away in the frontal cortex. Across animals, we 

found that the same 5 components were reliably separated by ICA. These 

components were then putatively labelled based on their anatomical correspondence 

with the primary inputs to the dorsal hippocampus. To support these putative 

identities, we stimulated afferent pathways in a subset of animals and found 

activation exclusively in the expected components. 

We next wanted to apply the ICA to important questions in hippocampal 

network dynamics during the slow oscillation. We found that subtraction of the 

volume-conducted component from the LFP revealed a phase reversal of 1 Hz (SO) 

activity within the hippocampus, suggesting local generation of this activity. This 

phase reversal was 100 µm below that of the theta phase reversal. We then 

optimized the BOSC method for oscillation detection (Caplan et al., 2001; Whitten et 

al., 2011; Hughes et al., 2012) in order to identify gamma-frequency activity in the 
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SLMic, and to detect ripple oscillations in the pyramidal layer CSD that were 

associated with sharp waves in the SchCic. 

Another potential application of ICA for hippocampal signals is the removal of 

artifacts. In fact, one group has found that a component with a spatial profile 

resembling the volume conducted component also extracted the high frequency EMG 

artifacts from recordings during awake behaviour (Schomburg, 2014). It was 

mentioned that this component also had the largest < 5 Hz power during nonREM 

sleep, suggesting that it is in fact the same component that we have described as 

the VCic. ICA may also be useful for removing other types of systematic artifacts 

that may contaminate local field potential recordings. 

In summary we have shown that ICA is a powerful tool for analyzing the LFP in 

the hippocampus. Similar results are obtained across many different algorithms, but 

we found the best results with runica and FastICA (symmetrical, tanh or gauss). Pre-

filtering to remove strong low-frequency oscillations such as theta is highly 

recommended. This approach can be used to remove the volume-conducted portion 

of the signal, or to assess oscillatory dynamics of separated components, which can 

be quantified using BOSC.  
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3.1 Abstract 

Hippocampal network activity supports many critical memory functions across 

both waking and sleeping states, from encoding and retrieval, to consolidation. Brain 

state-dependent changes in the interactions between local hippocampal circuits and 

their coordination with neocortical inputs and targets likely influence these memory-

related processes. The hippocampus exhibits two distinct and mutually exclusive 

large-amplitude oscillatory activity patterns: theta (3-12 Hz) and the slow oscillation 

(SO; ~1 Hz). These patterns likely underlie different processing modes, which may 

be manifested through differential organization of faster frequency (> 8 Hz) 

operations that reflect activity in afferent inputs and local networks. In an attempt to 

understand these differences and their implications for the computational constraints 

imposed during theta and the SO, we partitioned laminar local field potential 

recordings in the CA1/dentate axis of the dorsal hippocampus of urethane 

anaesthetized rats using independent component analysis and compared the 

dynamics of input-specific activity across both states. We found that, similarly to 

theta, gamma-frequency inputs to the hippocampus during the SO are segregated as 

a function of phase. In addition, SO-specific fast activity patterns such as spindles 

and sharp-wave/ripples (SPW-Rs) are also modulated by SO phase. Interestingly, we 

found that SPW-R phase could vary as a function of SO power in the neocortex. This 

suggests a complex and dynamic interaction of hippocampal pathways with the 

neocortex during the SO. Phase- and state-dependent integration and segregation of 

information flow could provide a powerful mechanism for bidirectional cortico-

hippocampal interactions that might support the consolidation of memory during 

slow wave sleep. 
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3.2 Introduction 

Medial temporal lobe structures, including the hippocampus, have long been 

implicated in higher-order behavioural functions, including the encoding, retrieval 

and consolidation of explicit memories as well as spatial navigation and relational 

processing (Scoville and Milner, 1957; O'Keefe and Dostrovsky, 1971; Carr and 

Frank, 2012; Buzsaki and Moser, 2013; Eichenbaum and Cohen, 2014). While the 

anatomical organization of this region has been described since the time of Ramon y 

Cajal (1899), the functional connectivity and how the underlying neural networks 

support such a dynamic range of functions has remained elusive. A significant body 

of work has focussed on network activity during theta (3-12 Hz) oscillations, which 

are a prominent feature of hippocampal activity during awake exploratory behaviour 

as well as rapid-eye-movement (REM) sleep in both animals and humans (Bland, 

1986; Buzsaki, 2002; Vertes et al., 2004; Lisman and Buzsaki, 2008; Tort et al., 

2009; Axmacher et al., 2010; Pignatelli et al., 2012; Lisman and Jensen, 2013; 

Watrous et al., 2013; Jacobs, 2014). However, another form of large amplitude 

oscillatory activity, the ~1 Hz slow oscillation (SO) that synchronizes vast networks 

across the neocortex and hippocampus during the deepest stages of nonREM sleep, 

has been less well studied (Wolansky et al., 2006). The SO has been implicated in 

the process of sleep-dependent consolidation of hippocampal-dependent memories 

(Steriade et al., 1993b; Amzica and Steriade, 1997; Born, 2010), a process that 

likely involves a complex coordination between hippocampal and neocortical circuits. 

Therefore, an understanding of neocortical-hippocampal interactions during the SO, 

and how these interactions differ from those during theta oscillations, could provide 

critical information in understanding the mechanisms by which memory traces can 

be strengthened during sleep. 
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Both the SO and theta co-occur with gamma (20-100 Hz) oscillations in the 

hippocampus. In addition to gamma, spindles (8-16 Hz) and sharp-wave/ripple 

(SPW-Rs) are also modulated by the phase of the SO (Isomura et al., 2006; 

Wolansky et al., 2006; Peyrache et al., 2011). These faster rhythms can be 

generated by local hippocampal networks, or they can indicate rhythmic synaptic 

drive from oscillatory synchronization of upstream afferent networks. Within the CA1 

subfield, two main sources of gamma-frequency synaptic inputs arrive from the 

entorhinal cortex (EC) and the CA3 subfield (Bragin et al., 1995). During theta 

oscillations, these two sources of gamma oscillations are active on different phases 

of the theta cycle (Colgin et al., 2009; Schomburg et al., 2014).  

In the present study, we used urethane anaesthetized rats as a model for the 

spontaneous and alternating forebrain states that occur during natural sleep. This 

model mimics the electrographic patterns and their alternations occurring during 

REM and nonREM including theta and SO activity (Wolansky et al., 2006; Clement et 

al., 2008). We used independent component analysis (ICA) of multi-channel linear 

probe recordings across the CA1-dentate axis of the dorsal hippocampus to separate 

the activity of individual hippocampal pathways including the inputs from the EC and 

the CA3 subfield. Notably, we compared the coordination of faster (>8 Hz) 

oscillations in these pathways during both theta and SO. As shown previously, there 

was a segregation of pathway-specific inputs by theta phase (Schomburg et al., 

2014), which we also demonstrated with respect to the SO. Specifically, we show 

that activity patterns are separated as a function of pathway, phase, and depth of 

the neocortical SO state. These findings extend our understanding of the functional 

coordination of individual hippocampal networks and highlight the differences in 

processing characteristics across different oscillatory brain states. 
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3.3  Methods 

All experimental procedures conformed to the guidelines established by the 

Canadian Council on Animal Care and followed protocols that were approved by the 

University of Alberta Biosciences Animal Care and Use Committee. 

3.3.1 Animals and surgery 

Reported data were obtained from 17 male Sprague-Dawley rats weighing 

250.7 ± 12.5g (all summary data are reported as mean ± standard error of the 

mean (SEM)). Animals were initially anaesthetized in a chamber with 4% isoflurane 

in 100% oxygen, followed by maintenance of anaesthesia via a nose cone delivering 

1.5-2.5% isoflurane while a jugular catheter was inserted for subsequent urethane 

delivery. Urethane (0.67-0.8 g/mL) was administered intravenously in 0.03 mL 

increments to a final dose of 1.71 ± 0.06 g/kg over a period of ~30 minutes. Final 

urethane dosage was based on the attainment of a surgical plane of anaesthesia as 

assessed by a lack of withdrawal to toe pad pressure. Based on previous work, this 

intravenous dosage allowed for spontaneous alternations between activated and 

deactivated states as assessed electrographically (Wolansky et al., 2006; Clement et 

al., 2008). Animals were then transferred to a stereotaxic frame (Model 900; David 

Kopf Instruments, Tujunga, CA), and body temperature was maintained at 37°C 

using a servo-driven heating pad connected to a rectal probe (TR-100; Fine Science 

Tools, Vancouver, BC, Canada). Atropine methyl nitrate (0.05 mg/kg) was 

administered subcutaneously to prevent respiratory secretions. Supplemental 

urethane doses (0.01 mL) were administered if at any point animals showed 

spontaneous vibrissae movement or a reflex withdrawal to a hindpaw pinch. A 

monopolar electrode (Teflon-coated stainless steel wire, bare diameter: 125 µm; A-

M Systems, Carlsborg, WA) was implanted in the frontal cortex (all coordinates 
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relative to Bregma: anterior-posterior (AP): +2.5 mm; medial-lateral (ML): +1.2 

mm), in either the superficial (n=10, dorso-ventral (DV): -0.23 ± 0.01 mm) or deep 

(n=6, DV -1.73 ± 0.07 mm) cortical layers. For comparisons across subjects, 

superficial recordings were reversed so that negative polarity represented an UP-

state and positive polarity represented a DOWN-state for all subjects. A 16-channel 

linear multi-site electrode with 100 µm contact separation (silicon probes from 

Neuronexus, Ann Arbor, Michigan, or multi-site platinum-iridium electrodes from 

Plexon, Dallas, Texas) was implanted in the dorsal hippocampus, spanning an axis 

from the stratum oriens (SOr) of CA1 to the stratum moleculare (SMol) of the 

dentate gyrus (DG) at the deepest contact (AP -3.31 ± 0.03 mm; ML -2.27 ± 0.06 

mm; DV -3.51 ± 0.07 mm). In some cases additional recordings were made at more 

superficial or deeper positions; however, grand averages were computed on the 

depth span as reported above. In a subset of experiments, bipolar stimulating 

electrodes (twisted Teflon-coated wires, bare diameter 200 µm, A-M Systems, 

Carlsborg, WA) were implanted in the contralateral CA3 (n=2, AP -3.8 mm; ML -3.75 

mm; DV -2.68 ± 0.38 mm) and/or in the ipsilateral angular bundle (n=6, AP -7.05 ± 

0.12 mm; ML -4.08 ± 0.42 mm; DV -3.12 ± 0.33 mm). All non-moving electrodes 

were fixed in place to the skull using dental acrylic. 

3.3.2 Data Collection 

All recordings were referenced to stereotaxic ground. Monopolar electrode 

signals were amplified at a gain of 1000 and filtered between 0.1 Hz and 10 kHz 

using a differential AC amplifier (Model 1700, A-M Systems) while linear multiprobe 

signals were first passed through a headstage with unity gain (Plexon, Dallas, Texas) 

and then amplified at a gain of 1000 and filtered between 0.07 Hz and 8 kHz (PBX-2 

amplifier, Plexon). All signals were then digitized at a sampling rate of 1000 Hz with 
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anti-alias filtering at 500 Hz using a 1322 Digidata A/D board (Molecular Devices, 

Union City, CA) connected to a PC computer for data acquisition in Axoscope 9.0 

(Molecular Devices, Union City, CA). Evoked potentials were elicited in CA1 through 

delivery of biphasic stimulating pulses through bipolar stimulating electrodes 

connected to an isolated constant current pulse generator (Model 2100, A-M 

Systems). Parameters for stimulation of the angular bundle were 100-250 µA for 

0.2-0.5 ms; parameters for stimulation of the contralateral CA3 were 100-150 µA for 

0.2-0.5 ms.  

 Following the acquisition of electrophysiological recordings, animals were 

transcardially perfused with physiological saline, followed by 4% paraformaldehyde, 

and brains were extracted and stored in a solution of 4% paraformaldehyde and 

30% sucrose for subsequent histological processing. After a minimum of 24 hours, 

tissue was frozen with compressed CO2 and sliced at a thickness of 48 µm using a 

rotary microtome (Model 1320, Leica, Vienna, Austria). Slices were then mounted on 

gel-coated slides, allowed to dry, stained with thionin and cover-slipped. For each 

experiment, the position of the multiprobe within the dorsal hippocampus was 

verified. Only track profiles spanning the CA1-dentate axis were included in the 

subsequent analysis.  

3.3.3 Data Analysis 

Unless otherwise stated, all reported “n” refer to number of animals. Analysis 

was performed using a combination of built-in and custom-written code in Matlab 

version 7.14 (The Mathworks, Natick, MA).  

The Better Oscillation detection (BOSC) method was used to identify 

oscillatory events. The details of this method have been described previously 

(Chapter 2; Caplan et al., 2001; Whitten et al., 2011; Hughes et al., 2012). Briefly, 
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a continuous wavelet transform was performed using a Morlet wavelet of width 6 

with 37 log2-spaced scales with pseudo-frequencies from 0.5 Hz to 256 Hz (or 20 

log2-spaced scales from 8 - 215 Hz for band-pass filtered signals). The background 

spectrum was calculated as the average spectrum in a 36-second sliding window 

centered on the time point of interest. The background spectra were fit with a 2nd 

degree polynomial in log-log space. We found that this modification to the original 

BOSC method (which used a linear fit of the background spectrum) improved the fit 

to more accurately represent data, especially at lower and higher frequency 

bandwidths (see Chapter 2). To reduce the computational load of fitting the 

background spectrum at each time point, a sliding window was used with 6 second 

steps and intermediate values for the fit were calculated by interpolation. A power 

threshold was set as the 99th percentile of the theoretical χ2(2) distribution of power 

values at each frequency (the 99.99th percentile was used for detection of ripples). A 

duration threshold was set as 3 cycles (5 cycles for detection of ripples which are 5-

15 cycles in duration (Chrobak and Buzsaki, 1996)). Oscillations were detected only 

when both the power and duration thresholds were exceeded. The duration threshold 

of 3 cycles was selected based on previous work (Caplan et al., 2001; cf. Figure 6), 

but the robustness of our findings to longer duration thresholds of 4 and 5 cycles 

was also assessed. While fewer oscillations were detected with longer thresholds, the 

results with respect to phase modulation of gamma activity were not significantly 

different, and in some cases too few oscillations were detected with a 5-cycle 

threshold to assess phase modulation. Therefore 3 cycles was determined to be the 

optimal duration threshold. Finally, a measure termed P-episode was defined as the 

proportion of time during which oscillations at a given frequency or within a 

frequency band were detected (Caplan et al., 2001). 
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For each experiment, data were separated into activated (SO) and deactivated 

(theta) states based on the BOSC detection of theta (3-5 Hz) oscillations in the local 

field potential (LFP) at stratum lacunosum moleculare (SLM). Using a sliding 10 

second window, epochs with a theta P-episode of greater than 0.9 were classified as 

activated (theta) states, while epochs with a theta P-episode of less than 0.1 were 

classified as deactivated (SO) states. On average 4.7 ± 0.6 minutes were classified 

as SO, 4.5 ± 1.2 minutes were classified as theta, and 4.2 ± 0.6 minutes were 

classified as transition states and were not analyzed (n=16). Power spectra as well 

as power, phase and coherence profiles of within-state SO and theta activity were 

constructed using Welch’s averaged periodogram method with a 6-second Hanning 

window and 2 second overlap with SLM as the reference channel. Profiles for gamma 

activity were also constructed using a 200 ms Hanning window with a 67 ms overlap, 

using channels in SOr, stratum radiatum (SRad), SLM or SMol as references. 

Filtering of signals was performed using a zero-phase-lag (forward and backward) 

3rd order Butterworth filter. Current source density (CSD) was computed on 

multiprobe signals by estimating the 2nd spatial derivative (units mV/mm2) of the 

voltage traces, using a 3-point difference (CSD = -[f(pi-1) - 2f(pi) + f(pi+1)]/d2, where 

f(pi) is the field signal from probe channel i (i=2,3,. . .,15), and d is the distance 

between adjacent channels (Freeman and Nicholson, 1975; Mitzdorf, 1985; 

Rodriguez and Haberly, 1989; Ketchum and Haberly, 1993). For channels at the end 

of each probe, the derivative was estimated using only the adjacent channel 

(forward or backward differential). We have previously confirmed that this method 

produces equivalent results (Wolansky et al., 2006; Nazer and Dickson, 2009). While 

the end-channel CSD estimates calculated in this way are less reliable, these end-

channels were only used for graphical representations and not for any analyses. 
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Frequency co-modulograms were computed using a modified version of the 

modulation index (MI; Canolty et al., 2006; Kramer et al., 2008; Tort et al., 2010). 

For each pair of frequencies, the phase of the lower frequency and the amplitude of 

the higher frequency were computed using the angle (phase) and absolute value 

(amplitude) of the respective wavelet transforms. The amplitude values were then 

assigned to 72 evenly spaced phase bins, and the deviation of this distribution from 

a uniform distribution (no modulation) was calculated using a modification of the 

Kullback-Leibler distance as described in Tort et al. (2010).  

Independent Component Analysis (ICA) was computed on both raw and filtered 

(30 Hz low pass or 6-250 Hz band pass) continuous signals including both theta and 

the SO (range 5.66 – 29.76 minutes, mean 14.04 ± 1.48 minutes, n=16) using the 

runica algorithm (Makeig et al., 1996; Delorme and Makeig, 2004). Comparisons 

were made to ICA results from multiple algorithms, including FastICA (Hyvarinen 

and Oja, 2000; http://www.cis.hut.fi/projects/ica/fastica/) and JadeR (Cardoso, 

1999) and results were comparable across all ICA implementations (see Chapter 2). 

Pre-processing steps included dimension reduction to 6 components using Principal 

Components Analysis (PCA) to reduce noise and to improve the convergence of the 

ICA algorithm (Hyvarinen and Oja, 2000; Martin-Vazquez et al., 2013; Schomburg 

et al., 2014). In cases where one or more of the 6 components were clearly artifacts 

(based on a highly irregular spatial weights or time series), the PCA dimension 

reduction was adjusted by the number of artefactual components to allow for the 

extraction of relevant components with physiologically meaningful time series and 

spatial profiles (raw and low-pass filtered: n=3/16, mean 2 ± 1 artifact components; 

band-pass filtered: n=1/16, 1 artifact component). The number of components 

retained was based on the number of components with consistent spatial loadings 

across subjects (see Chapter 2), and accounted for 99.5 ± 0.1% of the total 
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variance of the signals. The details of the ICA algorithm have been described 

elsewhere (Bell and Sejnowski, 1995; Makeig et al., 1996; Hyvarinen and Oja, 2000; 

Delorme and Makeig, 2004). Briefly, the multi-channel LFP signal (x) was assumed 

to be a linear mixture of underlying neural sources (s), so that x = As (with A as the 

mixing matrix). The approach is to estimate both A and s knowing only x by using 

the assumption that the sources (s) are statistically independent (Hyvarinen and 

Oja, 2000). In the context of decomposing the LFP from a linear multiprobe array, 

the mixing matrix A provides the spatial profile of the weighting of each component 

at each electrode. The inverse of the mixing matrix, A-1, allows the transformation 

from the mixed signal to the underlying sources (A-1x = s). Both A and s are 

unitless but units of millivolts are recovered when they are multiplied to obtain the 

contribution of each underlying source to the LFP at each electrode. ICA is an 

example of blind source separation, and the runica algorithm finds maximally 

independent sources using an unsupervised learning rule that maximizes the joint 

entropy of the output (which is theoretically similar to minimizing the mutual 

information). ICA is distinct from PCA in that it maximizes the statistical 

independence instead of maximizing the described variance, and it does not require 

that components be orthogonal. Whereas PCA is optimally applied when the 

distribution of underlying sources is Gaussian, ICA is optimal when sources are non-

Gaussian, as is the case for neural data (Buzsaki and Mizuseki, 2014). The ICA 

approach has previously been applied with excellent success on hippocampal LFP 

signals to extract multiple underlying sources or generators corresponding to known 

physiological pathways (Makarov et al., 2010; Makarova et al., 2011; Fernandez-

Ruiz et al., 2012b; Fernandez-Ruiz et al., 2012a; Fernandez-Ruiz and Herreras, 

2013; Fernandez-Ruiz et al., 2013; Martin-Vazquez et al., 2013; Schomburg et al., 

2014). It should be noted that while ICA algorithms provide results that are not 

deterministic, the empirically determined variability in components extracted across 
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repeated implementations of ICA on the same dataset was extremely low (see 

Chapter 2). 

 In order to compare the ICA components across experiments, a method was 

developed to normalize the spatial profiles based on known physiological landmarks. 

Depth measurements were shifted relative to the phase-reversal of theta activity 

(arbitrarily denoted as 0 µm; see Figure 3.1), and the entire profile was scaled so 

that the peak of the theta power profile (~ SLM/hippocampal fissure; see Figure 3.1) 

occurred at -400 µm, which was the modal depth prior to scaling. To construct 

average profiles, cubic spline-interpolation was performed to obtain weight values at 

100 µm intervals relative to the theta reversal. In addition, the component 

weightings were scaled by the maximum weighting value for each subject. The 

components were found to be highly consistent across subjects, with spatial profiles 

that corresponded to expected profiles for known physiological pathways (Figure 

3.1A). Components were classified based on several criteria, including the depth of 

maximal activation and the depth of any polarity reversals in the component weights 

as well as spectral characteristics of each component during SO and theta samples. 

The identities of the ICA components were further evaluated by stimulation of known 

pathways to CA1/DG including the contralateral CA3 to activate the commissural 

Schaffer collateral (SchC) pathway  and/or the angular bundle to activate the medial 

(MPP), lateral (LPP) perforant pathways as well as the temporoammonic (TA) 

pathways. The inverse of the mixing matrix obtained from the ICA of the 

spontaneous LFP signals was multiplied by the average evoked potential signal 

(Aspont
-1xstim = sstim). In all cases the evoked potential was primarily captured in the 

time course of one or two independent components, and this was taken as an 

additional piece of evidence supporting the identity of that component. 
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Figure 3.1 Depth profiles provide laminar landmarks within the dorsal 

hippocampus.  

(A) Left panel shows a representation of the dorsal hippocampus, including the 

major afferent pathways from the EC including the medial (MPP, blue) and lateral 

(LPP, red) perforant pathways as well as the temporoammonic (TA, cyan) 

pathway, in addition to the ipsilateral afferent from CA3, the Schaffer collateral 

(SchC, magenta) pathway. Inset shows multiprobe position for individual 

subjects. Data from subject shown in grey was not used due to medial position. 

Right panel shows an expansion of the CA1/DG axis and the locations of the 

multiprobe contact sites for a representative subject. (B) Representative LFP 

recordings of the slow oscillation (SO) during the deactivated state (black, left 

panel) and theta oscillations during the activated state (red, right panel) under 

urethane anaesthesia. (C) Average normalized power (left), coherence (middle), 

and phase (right) profiles of SO and theta activity as a function of depth, with the 

channel of maximal theta power taken to be SLM and used as the reference 

channel. Data represent mean ± SEM for all subjects (n=16), with depth 

normalized based on the reversal of theta activity (normalized depth = 0) and 

the maximal theta power (normalized depth = -400 µm). More details on depth 

normalization are available in the Methods section. 
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Once the putative identities of the ICA components were determined, the 

relationship of activity within each component with respect to either the neocortical 

SO or the hippocampal (SLM) theta signals was assessed. Because activity in the 

pyramidal cell layer was not well separated by ICA, the raw LFP at Stratum 

Pyramidale (SPyr) was used to assess activity at this layer.  For each component and 

each frequency band (spindles: 8-16 Hz; gamma: 20-100 Hz; ripples: 100-200 Hz), 

the distribution of detected oscillations relative to the neocortical SO or relative to 

the SLM theta phase were calculated with bin widths that scaled with the oscillation 

period length. The reported peak frequency within each band was the frequency with 

the maximum P-episode (proportion of time with detected oscillations) that occurred 

during that epoch. The mean angle and mean resultant length for the phase 

amplitude relationships were calculated using the CircStat Matlab toolbox for circular 

statistics (Berens, 2009) for each frequency band. Second-order circular statistics 

were then used to calculate the mean angle and resultant length across experiments 

within each frequency band for both SO and theta. Due to the saw-toothed shape of 

the theta oscillation and the resulting non-uniform phase distribution, spurious co-

modulation can be detected in the absence of true cross-frequency coupling (Siapas 

et al., 2005). We therefore used a randomization procedure to confirm the phase-

modulation findings for theta. We performed 200 random permutations of the 

oscillation detection time series for each subject. Results reported are based on the 

critical F-value from the F-distribution, but in all cases significant co-modulations 

reported also exceeded the 95th percentile of F-statistics computed from the 

randomized oscillation detection time series. Other groups have also found no 

difference in phase-modulation results using Hilbert phase compared to waveform-

based phase estimation methods (Schomburg et al., 2014). The Hotelling test for 

paired angles (Zar, 2010) was used for determining the significance of differences 

between mean angles. 
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Based on the continuous BOSC detections in each frequency band, the discrete 

time points and counts of oscillatory events were defined by finding the start and 

end points of each detection, and merging detections that were separated by less 

than 30 ms. These event times were then used for calculating triggered averages 

and for evaluating the number of SO or theta cycles on which events in each 

component and frequency band were detected. Relationships between the 

occurrences of different events were evaluated by creating 2x2 contingency tables 

and evaluating the χ2 statistic. 

3.4 Results 

In all cases, urethane-anaesthetized animals cycled rhythmically between an 

activated state during which hippocampal theta oscillations were prominent, and a 

deactivated state characterized by the neocortical and hippocampal SO (n=16, 

Figure 3.1; Figure 3.2A-C). The data from one subject were removed following 

histological assessment of electrode placement that was too medial and did not span 

the CA1/dentate axis (Figure 3.1A, inset). Within the hippocampus, the power of 

both theta and the SO are maximal at SLM (Figure 3.1C). We separated hippocampal 

recordings into activated and deactivated states to assess the relationship between 

high frequency (> 8 Hz) oscillations within the hippocampus to the ongoing slower 

(SO and theta) rhythms. For comparisons across subjects, values were normalized 

based on the depth of the theta reversal and the depth of the theta maximum 

(Figure 3.1C).  

3.4.1 Cross-frequency coupling varies with state and depth 

 CSD analysis of hippocampal activity during the SO and during theta revealed 

sinks at both SLM and SRad, which likely correspond to the inputs from the EC and 
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CA3 respectively (Figure 3.2D). These sinks both showed rhythmic bursts of high-

frequency activity (Figure 3.2E). Interestingly, the relative strength of the sinks at 

both layers changed dynamically across the evolution of the deactivated state 

(compare left and middle panels in Figure 3.2C-E).  

The relationship and phase-modulation of high-frequency synaptic inputs to the 

theta oscillation has been well studied (Bragin et al., 1995; Colgin et al., 2009; 

Schomburg et al., 2014). In order to better characterize the relationship between 

these high-frequency bursts and the neocortical SO, cross-frequency coupling of 

hippocampal activity during the SO was compared to cross-frequency coupling 

during theta.  In addition, we compared these phase patterns with neocortical cross-

frequency coupling during the SO (Figure 3.3). To systematically examine all 

possible cross-frequency relationships, amplitude-phase frequency co-modulograms 

were constructed (Figure 3.3B, E and H). Consistent with previous findings 

(Greenberg and Dickson, 2013), there was a strong modulation of both slow (15-30 

Hz) and fast (50-100 Hz) gamma to ~1 Hz SO frequency in the neocortex during the 

SO, as seen in the raw and filtered traces (Figure 3.3A), in the phase-amplitude 

comodulograms (Figure 3.3B) and distributions for single frequencies (Figure 3.3C) . 

Note that in recordings from the deep layers of the cortex, negative polarity in the 

LFP corresponds to the active (ON/UP) phase, while positive polarity corresponds to 

the silent (OFF/DOWN) phase of the SO (Steriade et al., 1993b; Amzica and 

Steriade, 1995a). In the hippocampus, the CSD of the raw signals was used to 

examine local cross-frequency coupling. During theta, there was a strong modulation 

of the slow gamma (25-50 Hz) amplitude to the SLM theta phase (Figure 3.3D-F). A 

similar relationship was also observed during the SO, where there was also a strong 

modulation of slow gamma (25-50 Hz) amplitude to the SLM SO phase, in addition 

to an SO-modulation of spindle (8-16 Hz) amplitude (Figure 3.3G-H).  
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Figure 3.2 CSD analysis reveals bursts of high frequency activity at 

different depths that are modulated across spontaneous changes in 

state. 
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Figure 3.2 CSD analysis reveals bursts of high frequency activity at 

different depths that are modulated across spontaneous changes in 

state.  

(A) Representative LFP traces from SRad and SLM showing regular alternations 

between deactivated (large amplitude) and activated (lower amplitude) states. 

(B) Spectrogram of the SLM trace showing high power at ~1 Hz during the 

deactivated (slow oscillation) state and high power at ~4 Hz during the activated 

(theta) state. (C) Expansions of highlighted segments (red bars) from (A), 

showing the changes in large-amplitude rhythmic activity patterns as a function 

of state (SO – i and ii; theta – iii). (D) CSD of time segments from C (SO – i and 

ii; theta – iii). Depth measures refer to normalized distances as described in the 

Methods section and in Figure 3.1. (E) Expansions of boxed areas from C (raw 

trace) and D (CSD), highlighting that SO- and theta- related sinks are comprised 

of bursts of higher-frequency activity (SO – i and ii; theta – iii). 
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Figure 3.3 Cross-frequency (phase-amplitude) coupling varies with state 

and depth. 
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Figure 3.3 Cross-frequency (phase-amplitude) coupling varies with state 

and depth.  

(A) Raw and filtered traces for a representative subject highlighting the 

modulation of the amplitude of fast (50-100 Hz) and slow (15-30 Hz) gamma 

oscillations by the phase of the neocortical SO. (B) Phase-amplitude co-

modulation in the neocortex during the SO for a representative subject, using the 

modulation index (MI; see methods section). Both slow- and fast- gamma 

amplitudes are related to the phase of the ~1 Hz SO. (C) Distribution of gamma 

amplitude as a function of SO phase for both slow and fast gamma using the 

phase and amplitude frequencies from white boxes shown in (B). Shaded areas 

indicate the 95th percent confidence intervals for expected gamma amplitude 

given no phase modulation based on a randomization procedure using 200 

surrogate amplitude time series. (D-F) Analysis of phase-amplitude coupling 

during theta oscillations recorded at SLM in the hippocampus for the same 

subject using CSD signals. Note the strong modulation of gamma frequency 

activity in the slow range (25-50 Hz) by the ~4 Hz theta oscillation. (G-I) 

Analysis of phase-amplitude coupling during the SO recorded at SLM for the same 

subject using CSD signals. Note the strong modulation of both spindle (8-16 Hz) 

and slow gamma (25-50 Hz) activities by the phase of the ~1 Hz SO. (J) 

Schematic representation of the layers within the dorsal hippocampus 

corresponding to the normalized depths in panels K and L. (K) Amplitude 

modulation of the CSD signals by the theta phase as a function of depth across 

subjects (n=16; in contrast to panels B, E and H, the amplitude frequency is now 

on the x-axis, with a single phase frequency and depth represented on the y-

axis). For each subject, MI values were normalized to range from 0 to 1. MI 

values were then interpolated based on the depth normalization procedure in 

order to create a grand average. Note the three peaks in gamma modulation by 

theta phase: one spanning SLM and the hippocampal fissure, one near SRad and 

one near SPyr. (L) Modulation of CSD amplitude by the SO phase as a function of 

depth. Note the strong modulation of spindle and gamma frequencies near SLM 

and the hippocampal fissure, and an additional spindle peak and weak gamma 

peak just below SPyr. 
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The above relationships were assessed at a single depth corresponding to SLM. 

In order to characterize changes in modulation across depth, the modulation index 

for a single phase frequency (corresponding to the peak SO or theta frequency) was 

plotted as a function of depth and normalized across subjects (Figure 3.3J-L). In 

order to provide a common reference signal for phase for this and all subsequent 

analyses, the neocortical signal was selected as the reference SO signal due to its 

highly coherent nature across neocortical sites (Amzica and Steriade, 1995a, b; 

Greenberg and Dickson, 2013) while SLM, where theta power is maximal, was used 

as the reference theta signal. This revealed multiple sites at which cross-frequency 

coupling took place. Slow (20-60 Hz) gamma was modulated by theta at SLM/ 

hippocampal fissure, at SRad and at SPyr, while gamma spanning the slow and fast 

ranges (20-100 Hz) as well as spindle activity were modulated by the SO at input 

layers corresponding to the termination zones of the TA and perforant pathways 

(SLM and SMol of the DG). This suggests layer-specific modulation of fast activity 

during both theta and the SO, which could reflect how information is processed 

within the hippocampal circuit during both activity states. 

3.4.2 ICA separates individual hippocampal pathways 

In the CSD analyses of raw traces (Figure 3.2D-E) and in the frequency co-

modulograms as a function of depth (Figure 3.3J-L), it was difficult to differentiate 

between active and passive sinks and sources in order to correlate activity at a given 

depth with a particular synaptic input. To overcome this ambiguity, we used ICA to 

separate the underlying inputs from the mixed LFP signal (see Methods section; 

Makarov et al., 2010; Makarova et al., 2011; Fernandez-Ruiz and Herreras, 2013; 

Schomburg et al., 2014). This approach is summarized in Figures 4 and 5. The 

spatial profiles of the component weightings were examined, including the depth of 
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maximal activation and the depth where any polarity reversal occurred, and these 

were compared to the known anatomy and expected profiles of the circumscribed 

hippocampal pathways (representative example: Figure 3.4A-B; group summary: 

Figure 3.5A-B). Based on this, six components were putatively identified. The 

volume conducted component (VCic) was the only one to show a lack of polarity  

reversal across depth, and tended to show a monotonically decreasing spatial weight 

as would be expected from a signal that was not generated locally but instead 

volume-conducted from the overlying cortex (Figure 3.4B and 5B, black). The SchC 

component (SchCic) was characterized by a peak near -200 µm in normalized depth 

(corresponding to SRad) and a reversal within CA1 (Figure 3.4B and 5B, magenta). 

A third component was characterized by a peak near -400 µm in normalized depth 

(corresponding to SLM) and a reversal within CA1 (dorsal to SLM; Figure 3.4B and 

5B, cyan), and could potentially reflect a mixture of TA inputs from both medial and 

lateral EC layer III, with relative contributions varying depending on electrode 

position in the proximo-distal axis (Steward, 1976). In addition, there could be a 

contribution of inputs to this lamina from the nucleus reuniens of the thalamus 

(Wouterlood et al., 1990; Dolleman-Van der Weel et al., 1997; Vertes, 2015). 

Despite these ambiguities, this activity was separated by the ICA as a single 

component and was labelled the SLMic. In contrast to the SchCic and SLMic that 

both reversed polarity within CA1, the MPP and LPP components (MPPic and LPPic; 

Figure 3.4B and 5B blue and red) had reversals at or below the hippocampal fissure. 

The MPPic polarity reversal was more ventral than that of the LPPic. Due to 

recordings that centered on the CA1 subfield and the limited span of 16 electrodes 

with 100 µm spacing, the MPPic was only apparent in 13/16 subjects. Finally, in 

some cases the ICA extracted a component with a depth profile that peaked in the 

CA1 pyramidal cell layer (Figure 3.4B, green). However, this component was not 

reliably separated by the ICA across animals, possibly due to the small amount of 
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Figure 3.4 Separation of pathway-specific activity patterns in the dorsal 

hippocampus by ICA.  
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Figure 3.4 Separation of pathway-specific activity patterns in the dorsal 

hippocampus by ICA.  

(A) Schematic diagram of the dorsal hippocampus including the major afferent 

pathways to CA1 and the DG. (B) ICA weights for a single representative subject. 

(C) LFP (left) and CSD (right) representing ~ 2 seconds of spontaneous activity 

during the SO showing raw (black) and ICA-separated component time courses. 

Neocortical signal is shown at the top for reference. Note the similarity in shape 

of the VCic traces to the neocortical signal and the lack of sinks and sources. Also 

note the spatially localized activity attributed to each individual component. (D) 

As in panel C for a time segment that includes a SPW-R. Note the strong sink in 

the CSD of the SchCic with a corresponding ripple-frequency source in the PYRic. 
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the total variance in the signal contributed by activity at SPyr. We therefore used the 

CSD signal at SPyr (PYRCSD) instead of the PYRic to assess activity at this layer.  

The time courses of individual components for a representative animal are 

shown during ~ 2 seconds of ongoing activity during the SO (Figure 3.4C) and ~ 1 

second of activity during a SPW-R (Figure 3.4D) with the raw LFP and CSD as a 

reference. It is clear from both the extracted LFP traces (left panels) and the 

resultant CSD analysis (right panels) that the ICA is successfully extracting activity 

from individual sources that would be otherwise mixed in the raw signals. Further 

analysis of activity patterns in the time series of separated components supported 

their established putative identities. For example, the VCic was highly similar to the 

frontal neocortical signal (Figure 3.4C-D, CTX (top panel) vs VCic (grey)), and 

contributed substantially to the LFP recorded at superficial, but not deeper layers in 

the hippocampus (Figure 3.4: VCic (grey) is similar to the RAW (black) signal at 

superficial but not deep channels). Furthermore, the VCic showed minimal activity in 

the CSD plots (Figure 3.4), suggesting, as expected, that this activity is not 

generated locally in the hippocampus (see Chapter 2). Inspection of the time course 

and CSD of the SLMic showed a strong relationship between activity in the SLMic and 

UP-states (negative polarity) in the cortex (Figure 3.4C, cyan)). During identified 

SPW-Rs, the SchCic time series showed clear evidence of sharp wave events (Figure 

3.4D, magenta), while the PYRic time series (when it was successfully separated) 

captured the corresponding ripple oscillation (Figure 3.4D, green; see inset). 

One assumption necessary for the interpretation of the ICA results is the 

temporal, spectral and spatial stability of the separated components. In order to test 

this, the ICA results from the wide-band full time series were compared to those 

obtained from SO- or theta-specific epochs (Figure 3.5C and E) and to those 

obtained from filtered signals (< 30 Hz or 6 - 250 Hz; Figure 3.5D and F). Both the 
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component weightings and the component time series were highly similar in all 

cases. In addition, the similarity of component weightings was assessed for 

recordings taken at different depths, separated in time (i.e. recordings taken 

sequentially), and the overlap was striking (Figure 3.5G). Nevertheless, we found 

less inter-subject variability in phase-modulation results when pre-filtering (6-250  

Hz) was performed (as in Figure 3.5, right panel), so all subsequent analyses of 

high-frequency (>8 Hz) activity are based on ICA results from band-pass filtered 

signals (see Chapter 2). 

Another piece of evidence used for component identification was based on the 

stimulation of known afferent pathways in a subset of animals to obtain average 

evoked potential profiles. The inverse of the ICA mixing matrix from spontaneous 

(i.e. stimulation-free) recordings was projected onto this evoked potential to see 

how well the putative pathway component captured the profile data (Figure 3.5H-I). 

This approach successfully separated the activation of the SchCic following CA3 

stimulation (Figure 3.5H; latency 11.3 ± 2.1 ms; n=2) from the activation of the 

rhinal inputs following stimulation of the angular bundle (Figure 3.4I, n=6: SLMic 

latency 7.7 ms, n=1; LPPic latency 7.1 ± 0.6 ms, n=3; MPP latency 6.5 ± 1.6 ms, 

n=3). In one subject, both the MPPic and LPPic were activated, with the LPPic sink 

following the MPPic sink by 0.9 ms (Figure 3.5I, right panel). In addition, stimulation 

of the angular bundle to activate the rhinal inputs led to a delayed sink in the SchCic 

in 3/5 subjects at an average latency of 14.7 ± 0.5 ms, suggesting the activation of 

the trisynaptic loop (data not shown). The activity in the SchCic following CA3 

stimulation had a nearly identical profile to the raw and SchCic- separated activity 

during a SPW-R (CSD plots, Figure 3.5H). There was occasionally some activation of 

the VCic following stimulation of either CA3 or the angular bundle (Figure 3.5H-I, 

black traces). This could either reflect true volume conduction of an evoked potential 
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Figure 3.5 Assessment of ICA component specificity and stability 
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Figure 3.5 Assessment of ICA component specificity and stability.  

(A) Schematic diagram of the dorsal hippocampus including the major afferent 

pathways to CA1 and the DG. (B) Mean weights for ICA components across 

experiments. Colour coding corresponds to colours used in panel A and is 

consistent throughout this and all subsequent figures: blue – MPPic (n=11); red – 

LPPic (n=16); cyan – SLMic (n=16); magenta – SchCic (n=16); black – VCic 

(n=16). (C) Comparison of spatial loadings (left) and component time series 

(right) for ICA using different epochs (ALL data vs SO- or theta- only) for a single 

animal. (D) Comparison of spatial loadings (left) and component time series 

(right) for ICA using different pre-filtering parameters (wide-band vs 30 Hz low 

pass vs 6-250 Hz band pass) for the same subject as in (C). (E) Group data for 

analysis shown in (C). (F) Group data for analysis shown in (D). (G) Comparison 

of spatial loadings for ICA decomposition of recordings taken at different depths 

in the same animal, with recordings separated by ~30 minutes. (H) Stimulation 

of CA3 activates the SchCic. (i) Time course of activation of each component 

during the evoked potential, obtained by using the inverse of the mixing matrix 

from the spontaneous data (Aspont
-1xstim = sstim; see Methods section for more 

detail). Amplitude expressed in mV at the depth of maximal negativity of the raw 

evoked potential. The evoked potential is clearly captured in the time course of 

the SchCic (magenta) with minimal activation of the other components, as 

expected if the SchCic represents the activity of the SchC pathway. (ii) 

Stimulation-evoked CSD for the SchCic, showing a large sink at SRad. (iii) CSD of 

raw signal (left) and SchCic (right) during an identified SPW-R. Note similarity to 

the SchCic CA3 stimulation CSD. (I) Stimulation of the angular bundle activates 

primarily the SLMic (cyan), the LPPic (red) and/or the MPPic (blue).  
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outside the recording area or alternatively it could reflect the imperfect separation of 

sources by the ICA.  

3.4.3 Pathway-specific components show distinct spectral and cross-

frequency coupling properties  

Spectral and phase-amplitude cross-frequency coupling analysis of individual 

components revealed consistent characteristics across subjects (Figure 3.6). A first 

observation is that the P-episode for the VCic contained a sharp peak at 76 Hz in 

several animals (Figure 3.6Ai) suggesting a potential artifact in those recordings, 

although the source of this artifact is unclear as it is above the frequency for line 

noise. It was reassuring to note that when this artifact was present, it was only seen 

in the VCic and did not contaminate other components. This highlights another 

advantage of the ICA method for removing artifacts (Jung et al., 2000). The P-

episode for the remaining components included strong peaks at gamma frequency 

during both SO (Figure 3.6A ii-vi, colour) and theta (Figure 3.6A ii-vi, black). The 

peak gamma frequency in the SLMic was 27.5 ± 1.1 Hz during the SO and 30.3 ± 

1.2 Hz during theta, while the peak gamma frequency in the SchCic was 36.2 ± 1.2 

Hz during the SO and 30.8 ± 0.8 Hz during theta. Gamma activity was detected in 

both the MPPic (SO and theta: 38 ± 4 Hz) and the LPPic (SO: 39 ± 5 Hz; 43 ± 3 Hz) 

although the gamma peaks in both of these components were more broad, 

potentially reflecting some smearing across the slow and fast gamma ranges. Indeed 

some animals had two distinct gamma P-episode peaks (data not shown). However, 

phase analysis did not show any differences between slow and fast gamma, and 

therefore all results reported here group gamma into a single band. Finally, all 

components except the LPPic had significant detections in the spindle (8-16 Hz) 

range during the SO. This was also evident in the cross-frequency coupling analysis 
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(Figure 3.6B), with the VCic, PYRCSD, SLMic and MPPic all showing visible modulation 

of spindle amplitude by SO (~1 Hz) phase. In addition, modulation of gamma 

amplitude by the SO phase was clear in several components, and strongest in the 

SLMic. During theta, each of the components showed varying degrees of modulation 

of gamma amplitude by the phase of theta (Figure 3.6C i-vi), with the strongest 

coupling in the SLMic and SchCic. We did also note gamma modulation in the SLMic 

for slower (~0.5 Hz) frequencies (Figure 3.6Civ). This will investigated in Chapter 4. 

Taken altogether, these findings highlight the existence of pathway-specific phase-

amplitude co-modulation patterns during both theta and the SO. 

3.4.4 Pathway-specific gamma frequency inputs separated by SO and theta 

phase 

Phase-modulation of gamma activity was clearly apparent in both the raw and 

ICA-separated components (Figures 3.3 and 3.6). To clarify the spatial dynamics of 

gamma in the hippocampus, gamma (40 Hz) power, coherence and phase profiles 

were constructed as a function of normalized depth (Figure 3.7C). The power profile 

revealed a large peak spanning both SRad and SLM and a larger peak in SMol during 

both SO and theta. Based on the multiple power peaks for gamma activity, 

coherence and phase profiles were calculated using three different reference points: 

SOr (green), SRad (magenta), SLM (cyan) and SMol (blue). Gamma activity 

referenced to SMol reversed phase near the hippocampal fissure, suggesting that it 

could be related to the perforant path inputs from the EC. Gamma activity 

referenced to SLM and SRad reversed phase at both deep (fissure) and superficial 

(pyramidal) layers. Gamma activity referenced to SOr reversed phase near the 

pyramidal layer. These results show highly localized regions of gamma-related inputs 

to both CA1 and the DG. 
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Figure 3.6 Independent components have characteristic frequency and 

cross-frequency (phase-amplitude) coupling signatures 
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Figure 3.6.  Independent components have characteristic frequency and 

cross-frequency (phase-amplitude) coupling signatures.  

(A) P-episode summary of BOSC oscillation detections (mean ± SEM) across 

frequencies as a function of state (colour – SO; black – theta) and component (i 

– VCic (n = 16); ii – PYRCSD (n=16), iii – SchCic (n=16); iv – SLMic (n=16); v – 

LPPic (n=16); vi – MPPic (n=13)). (B) Normalized component amplitude vs. 

CTXLFP phase co-modulation plots for each component (i-vi) during SO 

(modulation index (MI) normalized based on the maximum and minimum MI 

values across all components and both states (SO and theta) for each subject). 

Co-modulation plots were smoothed with a window size of 4 frequency steps prior 

to averaging. MI peaks for each subject after smoothing are represented by white 

circles. (C) Normalized component amplitude – SLMLFP theta phase co-modulation 

plots for each component (i-vi). MI values were normalized as in (C). In the 

SLMic (iv), note a tendency for ultra-slow (>0.5 Hz) cross-frequency coupling of 

similar theta-couple bandwidths during theta epochs.  
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Figure 3.7  Depth profiles of gamma LFP activity show localized gamma 

modules with consistent properties across SO and theta states.  

(A) Schematic representation of recording sites within the dorsal hippocampus. 

(B) Representative raw SO and theta signals filtered for gamma frequencies (20-

100 Hz). (C) Power (left), coherence (middle) and phase (right) profiles of 

gamma frequency activity (40 Hz) as a function of depth during SO and theta 

states. Data represent mean ± SEM for all subjects (n=16), with depth 

normalized based on the reversal of theta activity (normalized depth = 0) and 

the maximal theta power (normalized depth = -400 µm). Coherence and phase 

profiles were constructed using SOr (+200 µm, green), SRad (-200 µm, 

magenta), SLM (-400µm, cyan) or SMol (-600 µm, blue) as reference sites. The 

significance level for coherence (0.33, black dotted line) was based on the mean 

99% confidence limit of coherence values for a series of time-shifted, shuffled 

versions of the original dataset (see Viczko et al., 2014 for more details). Note 

the rapid drop in coherence as a function of distance from the reference site but 

the relatively strong coherence between SMol and SOr sites.  
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 In order to better characterize the sources of gamma-frequency activity, we 

looked at the expression of gamma oscillations in the ICA-separated components as 

a function of SO and theta phase. Oscillatory activity was detected in each 

component using the BOSC method with a 99th percentile power threshold and 3-

cycle duration threshold (see Methods section) and detections were collapsed across 

frequencies within the gamma band (20-100 Hz). The peak gamma frequency was 

determined within each state as the P-episode maximum (cf. Figure 3.6A).  

Representative distributions of gamma detections as a function of phase and 

summaries across subjects are shown for SO (Figure 3.8A-B) and for theta (Figure 

3.8C-D). Only subjects with a significant mean angle for their distribution (Rayleigh 

test for circular uniformity, p < 0.05) were included in the phase summaries (Figure 

3.8B and D).  

The CA1 subfield receives gamma-frequency synaptic drive from the EC 

through the TA pathway to SLM and from the CA3 subfield through the SchC 

pathway to SRad (Bragin et al., 1995; Colgin et al., 2009). Gamma oscillations in 

both pathways were strongly modulated by the phase of both SO and theta 

oscillations (Figure 3.8A-D i-ii; note that the SLMic might also reflect input from the 

nucleus reuniens). Consistent with the finding that gamma power at SLM is in phase 

while gamma power at SRad is out of phase with the neocortical SO (Isomura et al., 

2006), SLMic gamma activity during the SO occurred at a mean angle of 233° with 

respect to the neocortical SO (corresponding to the ascending phase or UP-DOWN 

transition; r = 0.20, F(2,14) = 44.79, p<0.05), whereas SchCic gamma activity during 

the SO occurred at a mean angle of 112° (the descending phase or DOWN-UP 

transition; r = 0.07, F(2,13) = 6.30, p<0.05). These mean angles were significantly 

different from each other (Hotelling test for paired angles: F(2,13) = 20.15, p<0.05). 

During theta, in agreement with recent findings (Schomburg et al., 2014), SLMic 
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Figure 3.8 Gamma oscillations in ICA components show distinct phase-

modulation by the SO and theta rhythms 
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Figure 3.8. Gamma oscillations in ICA components show distinct phase-

modulation by the SO and theta rhythms.  

(A) Representative distributions of detected gamma oscillations in SLMiceach 

component (i: SchCic; ii: SLMic; iii: PYRCSD; iv: LPPic; v: MPPic; vi: VCic) as a 

function of SOCTX phase. Black traces represent average SOCTX waveforms. (B) 

Group data for relationship of gamma detections to SOCTX phase. Black line 

indicates significant mean of mean angles assessed using second order circular 

statistics (Zar, 2010). Black circle indicates representative examples used in (A). 

Only animals with significant mean angles (Rayleigh test for circular uniformity, 

p<0.05) are shown (i: SchCic n = 15/16; ii: SLMic n = 16/16; iii: PYRCSD n = 

10/16; iv: LPPic n = 14/16; v: MPPic n = 13/13; vi: VCic n = 16/16). (C) 

Representative distributions of detected gamma oscillations in each component 

as a function of SLMLFP phase. Black traces represent average SLMLFP waveforms. 

(D) Group data for relationship of gamma detections to SLMLFP phase. Black line 

indicates significant mean of mean angles. Black circle indicates representative 

examples used in (C). Only animals with significant mean angles are shown (i: 

SchCic n = 16/16; ii: SLMic n = 16/16; iii: PYRCSD n = 14/16; iv: LPPic n = 

16/16; v: MPPic n = 11/13; vi: VCic n = 10/16).SLMicSLMic 
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gamma activity occurred at a mean angle of 168° (near the trough of theta recorded 

at SLM; r = 0.36, F(2,14) = 207.44, p<0.05) while SchCic gamma activity during theta 

occurred at  327° (just before the peak of theta recorded at SLM; r = 0.24, F(2,14) = 

61.10, p<0.05). These mean angles were also significantly different from each other 

(F(2,14) = 665.83, p<0.05). In summary, during both SO and theta states, gamma in 

the SLMic and the SchCic occur at opposite phases of the respective slower 

oscillation. 

An important question is whether the ICA provides information above what 

could be obtained from analysis of the CSD alone. During theta, the CSD gamma 

phase at SLM (190°, r = 0.19, F(2,13) = 50.03, p<0.05) and SRad (307°, r = 0.14, 

F(2,13) = 17.09, p<0.05) were both significantly different from the SLMic  and SchCic 

gamma phases, respectively (SLMCSD vs SLMic: F(2,13) = 10.46, p<0.05; SRadCSD vs 

SchCic: F(2,13) = 4.77, p<0.05). Furthermore, the gamma phases for the CSD signals 

were shifted towards each other in comparison to the ICA-separated signals, 

suggesting that the CSD signal at a given lamina may be contaminated by activity at 

other laminae. During SO, while the phases of gamma CSD at SLM (232°, r = 0.14, 

F(2,13) = 27.40, p<0.05) and at SRad (165°, r = 0.07, F(2,13) = 11.39, p<0.05) were 

not significantly different from the phases of SLMic and SchCic gamma respectively 

(SLMCSD vs SLMic: F(2,13) = 1.55, n.s.; SRadCSD vs SchCic: F(2,13) = 3.03, n.s.), the 

phase of CSD gamma at SRad was nevertheless shifted closer to that of the SLMic 

gamma, again suggesting some mixing of the gamma signals in the CSD that is 

unmixed in the ICA components.  

The first output of the hippocampal circuit originates from the CA1 pyramidal 

cell layer. Because the PYRic was not consistently extracted across subjects, the CSD 

signal at SPyr was used to assess activity in this layer. We found that PYRCSD gamma 

(peak frequency 38 ± 2 Hz during the SO and 31 ± 2 Hz during theta) showed a 
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significant phase modulation to both the SO and theta (Figure 3.8A-D iii). PYRCSD 

gamma occurred on the ascending phase of both the neocortical SO (mean angle 

212°, r = 0.08, F(2,14) = 9.74, p<0.05) and the SLM theta oscillation (mean angle 

258°, r = 0.08, F(2,14) = 4.65, p<0.05; Figure 3.8B iii). Interestingly, this suggests 

that PYRCSD gamma occurs at the same phase as SLMic gamma during the SO but 

occurs mid-way between the SchCic and SLMic gamma during theta (SO: PYRCSD vs  

SchCic: F(2,13) = 8.22, p<0.05; PYRCSD vs SLMic: F(2,14) = 3.13, n.s.; theta: PYRCSD vs 

SchCic: F(2,14) = 8.18, p<0.05; PYRCSD vs SLMic: F(2,14) = 16.94, p<0.05). These 

differences in coordination between the input and output layers of the hippocampus 

could underlie different modes of information processing during SO and theta states. 

The entorhinal projection to the DG is separated into the MPP, arising from the 

medial EC, and the LPP, arising from the lateral EC. During the SO, both MPPic and 

LPPic gamma occurred on the rising phase of the neocortical SO (Figure 3.8A-B iv-v; 

MPPic: 214°, r = 0.15, F(2,11) = 13.15, p<0.05; LPPic: 259°, r = 0.08, F(2,12) = 13.52, 

p<0.05). These phases were significantly different from each other, with the LPPic 

following the MPPic (F(2,9) = 5.86, p<0.05). During theta, only the LPPic was 

significantly modulated by the SLM theta phase (Figure 3.8C-Div; 208°, r = 0.15, 

F(2,14) = 70.00, p<0.05). While the gamma activity in the MPPic was significantly 

modulated by theta phase in 11/13 subjects and tended to occur on the rising phase 

of the SLM theta oscillation (Figure 3.8C-Dv), the preferred phase was not significant 

across subjects. Due to the position of our recordings centered on the CA1 subfield, 

it could be that the MPP component, which is expected to have the most ventral 

activity profile, was not always well represented in our signal.   

In addition to the components with sources located within the hippocampus, 

gamma frequency activity was also feature of the VCic (Figure 3.8vi). Whether this 

represents imperfect separation of the VCic or true volume-conducted gamma is 
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unclear. In support of the latter, the phase of the VCic gamma during the SO (157°, 

r = 0.10, F(2,14) = 10.82, p<0.05) was significantly different from the gamma phase 

of all other hippocampal components (VCic vs SLMic: F(2,14) = 35.36; VCic vs SchCic: 

F(2,13) = 5.26; VCic vs PYRCSD: F(2,14) = 10.70; VCic vs LPPic: F(2,12) = 33.95; VCic vs 

MPPic: F(2,11) = 6.21; all p<0.05), but not significantly different from the phase of 

gamma in the neocortex (CTXLFP gamma: 157°, F(2,14) = 47.01, p<0.05; VCic vs 

CTXLFP: F(2,14) = 1.67, n.s.). During theta, although some animals did show a 

significant phase preference for VCic gamma (Figure 3.8Dvi) there was no significant 

modulation on average (F(2,8) = 2.88, n.s.). 

Overall, our analysis of pathway- and state-specific gamma modulation 

suggests that gamma-frequency inputs are segregated by phase of ongoing slower 

oscillations during both theta and SO activity states. The precise timing of activity in 

afferent pathways is likely critical in the correct integration of information arriving 

from disparate sources, and the parsing of this information can be modulated by 

brain state. 

3.4.5 Cycle skipping in the SLMic 

Despite the fact that the SLMic showed a very strong phase-coupled gamma 

modulation by the neocortical SO, the spectrum of the SLMic during the SO showed 

a broad peak in the frequencies below 1 Hz instead of a sharp peak at ~1 Hz as in 

the neocortex (Figure 3.9A). This slowing of SO activity in the SLMic is consistent 

with a recent report of the slower phasing of SO activity in layer III EC cells that give 

rise to the TA pathway (Hahn et al., 2012).  This slowing was suggested to result 

from persistent up-states that outlasted the duration of neocortical up-states. We 

therefore looked for evidence of persistent activity in the population activity 

apparent in the SLMic. Visual inspection of the time course (Figure 3.9A inset) and 
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Figure 3.9 Cycle-skipping in the SLMic during the SO.  

(A) Mean ± SEM of neocortical signal (black) and SLMic (cyan) during the SO 

normalized by the maximum power for each subject (n=16), showing a strong 

~1 Hz peak in the neocortex and a broader peak extending below 1 Hz in the 

SLMic. Inset shows representative time course of neocortical and SLMic signals, 

showing coordinated activity of the SLMic skipping some cycles of the neocortical 

SO. Bidirectional arrows represent the identification of inter-event intervals for 

analysis of cycle-skipping. (B) Schematic representation of recording sites within 

the dorsal hippocampus. (C) CSD of SLMic during the same time segment as the 

inset in A, with the neocortical signal overlayed (black trace). Again note the 

distinct pattern of the SLMic skipping cycles of the neocortical SO. (D) The 

distribution of the ratio of each inter-event interval to the nearest SOCTX cycle 

length for all components. Note second peak in the SLMic distribution at an 

integer ratio of 2, and prominent trough at the non-integer ratio of 1.5. (E) 

Summary of the proportion of events at ratios of 1.5 and 2. Only the SLMic 

(cyan) had significantly more events with a ratio of 2 (p<0.05). 
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CSD (Figure 3.9C) of the SLMic revealed that the gamma-related sinks could skip 

cycles of the neocortical SO (Figure 3.9C), however this did not appear to be due to 

persistent periods of population activity but rather to persistent periods of inactivity. 

In support of this, the mean duration of gamma events in the SLMic was 269 ± 49 

ms, and 90% of all gamma event durations in the SLMic were less than 540 ms 

(~1/2 of the duration of a single SO cycle). Furthermore, the relative rate of 

occurrence of all detected oscillations in the SLMic pathway was significantly lower 

during neocortical DOWN states (SOCTX phase <90° or >270°) than during up-states 

(SOCTX phase 90°-270°; p<0.05). Therefore our results are inconsistent with the 

idea of persistent activity in the population of cells that give rise to the TA pathway.  

To evaluate the consistency of cycle skipping across subjects, events were 

defined as minima in the component LFP time series and the ratio of each inter-

event interval to the nearest neocortical SO cycle length was determined (see inset 

of Figure 3.9A, bidirectional arrows marking inter-event intervals; group data in 

Figure 3.9D). In comparison to the VCic, all hippocampal component distributions 

had lower peaks at a ratio of 1 as well as longer tails. However, the SLMic was 

unique in showing a peak in the proportion of events with a ratio of 2 (i.e. an integer 

number of cycles) that was significantly larger than the proportion of events at a 

ratio of 1.5 (i.e. a non-integer number of cycles; Figure 3.9 SLMic). This suggests 

that when activity in the SLM-targeting inputs skips SO cycles, they do so at an 

integer number (usually only a single skipped cycle), therefore maintaining the 

phase relationship with the neocortical SO. 

3.4.6 Spindle oscillations in EC inputs and CA1 output 

 In addition to gamma oscillations, the phase-amplitude co-modulation plots 

of both raw (Figure 3.3G-I) and ICA-separated (Figure 3.6B,D,E) signals suggested 
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Figure 3.10 Depth profiles of spindle activity show localized modules 

within the dorsal hippocampus.  

(A) Schematic representation of recording sites within the dorsal hippocampus. 

(B) Representative raw signal during the SO, filtered for spindle frequencies (8-

16 Hz). (C)  Power (left), coherence (middle) and phase (right) profiles of spindle 

frequency activity (10 Hz) as a function of depth during the SO state. Data 

represent mean ± SEM for all subjects (n=16), with depth normalized based on 

the reversal of theta activity (normalized depth = 0) and the maximal theta 

power (normalized depth = -400 µm). Coherence and phase profiles were 

constructed using SOr (+200 µm, green), SRad (-200 µm, magenta), SLM (-

400µm, cyan) or SMol (-600 µm, blue) as reference sites. The significance level 

for coherence (0.33, black dotted line) was based on the mean 99% confidence 

limit of coherence values for a series of time-shifted, shuffled versions of the 

original dataset. Note the rapid drop in coherence as a function of distance from 

the reference site. 
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that spindle-frequency (8-16 Hz) oscillations are a prominent feature of hippocampal 

activity during the SO. While spindle oscillations are well-known to co-occur with the 

neocortical SO, our findings are in agreement with a recent description of spindle 

oscillations in the hippocampus as well (Sullivan et al., 2014). The power profile of 

spindle activity showed peaks at SLM and in the DG (Figure 3.10C, left panel). While 

this power profile was similar to the profile for gamma activity (Figure 3.7C, left 

panel), a key difference was the lack of a power peak in SRad, suggesting that this 

activity is primarily mediated through the EC inputs to CA1 and the DG. Coherence 

and phase profiles (Figure 3.10C, middle and right panels) suggested that this is a 

highly localized rhythm, with coherence dropping off rapidly with distance from the 

reference site. 

 In order to characterize the origin of hippocampal spindle oscillations, we 

looked at spindles in the ICA-separated components in addition to the frontal 

neocortical channel. We detected spindle oscillations that were modulated by the 

neocortical SO in the MPPic, the SLMic, and the PYRCSD (Figure 3.11A,C-D; blue, cyan 

and green respectively). Interestingly, spindles were not a clear feature of the LPPic. 

Although they were sometimes detected, spindles in the LPPic failed to show a 

consistent phase relationship with the neocortical SO and therefore were not 

analyzed further. Frontal neocortical spindles (CTXLFP) occurred at a rate of 25.3 ± 

1.7 events/minute during the SO state, with an average intra-spindle frequency of 

14.7 ± 0.4 Hz, at an average phase of 146° with respect to the SO (i.e. near the 

DOWN-UP transition; Figure 3.11A-B; r = 0.28, F(2,13) = 27.6, p<0.05). Hippocampal 

spindles in the MPPic, and SLMic (input pathways) occurred with a phase delay 

compared to CTXLFP spindles (Figure 3.11A and C). MPPic spindles occurred at a rate 

of 19.0 ± 1.1 events/minute, with an average intra-spindle frequency of 10.7 ± 0.8 

Hz, and a mean angle of 194° with respect to the neocortical SO (r = 0.17, F(2,12) = 
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48.00, p<0.05), corresponding to a significant phase delay from frontal neocortical 

spindles of 143 ± 23 ms (F(2,10) = 22.94, p<0.05). SLMic spindles occurred at a rate 

of 28.4 ± 1.2 events/minute with a mean intra-spindle frequency of 12.7 ± 0.8 Hz 

and a mean angle of 232° with respect to the cortical SO (r = 0.20, F(2,14) = 54.09, 

p<0.05), corresponding to a significant phase delay from the CTXLFP spindles of 265 

± 18 ms (F(2,13) = 178.78, p<0.05) and from MPPic spindles of 113 ±24 ms (F(2,11) = 

10.17, p<0.05). In addition, spindles were detected in the VCic at a phase of 156° (r 

= 0.24, F(2,11) = 37.02, p<0.05), and this phase was not different from the phase of 

CTXLFP spindles (F(2,11) = 1.39, n.s.). Despite the fact that MPPic and SLMic spindles 

occurred at different phases, they were more likely than chance to co-occur on the 

same SO cycle (ratio of observed/expected = 1.37 ± 0.06), and this relationship was 

significant (χ2 > 3.84; p<0.05) in 11/13 animals. There was also a significant 

relationship between CTXLFP and VCic spindles (observed/expected = 1.43 ± 0.04; 

p<0.05 in 13/16 animals), suggesting that there is synchronization of spindle events 

across the cortex. There was, however, no significant relationship between 

hippocampal spindles and neocortical spindles based on the χ2 analysis. Whether 

hippocampal spindles are driven by classical thalamocortical spindles reaching the 

hippocampus via the EC, or whether they represent a separate phenomenon with an 

overlapping frequency range remains unclear from these data. 

In terms of output components, spindle events were also a feature of the 

PYRCSD (Figure 3.11A), where they occurred with an intra-spindle frequency of 11.1 

± 0.9 Hz at a similar phase to the SLMic spindles (237°, r = 0.16, F(2,11) = 59.22, 

p<0.05), although the angles were significantly different (F(2,11) = 7.48, p<0.05). 

There was no evidence of significant temporal co-occurrence of PYRCSD and CTXLFP 

spindles, but PYRCSD spindles were more likely to occur on cycles with spindles in the 

input components (PYRCSD and SLMic: observed/expected = 1.7 ± 0.1, p<0.05 in 
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Figure 3.11 Hippocampal spindle oscillations and relationship with SPW-

Rs. 
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Figure 3.11. Hippocampal spindle oscillations and relationship with SPW-

Rs.  

(A) Group data for mean angles of detected spindle oscillations. Only animals 

with significant mean angles are shown (CTXLFP: n = 15/16; SLMic n = 16/16; 

MPPic n = 13/13; PYRCSD n = 11/16). Lines indicate significant mean of mean 

angles. Note the phase delay between spindles detected from the frontal 

neocortical site and those detected within the hippocampus. (B) Representative 

neocortical raw signal with detected spindle oscillations highlighted in black. (C) 

Representative SLMic and MPPic signals with detected spindle oscillations 

highlighted in cyan (SLMic) and blue (MPPic). (D) Representative spindle 

detection in the PYRCSD (green) showing coincidence of ripple detections (black). 

(E) Distribution of ripple detections as a function of spindle phase for all PYRCSD 

spindle detections in a representative animal. Mean spindle waveform is shown in 

black. (F) Group data for experiments showing a consistent phase relationship for 

ripples detected during PYRCSD spindle oscillations (n = 13/16). Arrow indicates 

significant group mean angle. Black outline highlights the subject shown in (E).  
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15/16 animals; PYRCSD and MPPic: observed/expected = 1.6 ± 0.1, p<0.05 in 10/13 

animals). In addition, spindles in the PYRCSD were correlated with PYRCSD ripples 

(100-200 Hz; Figure 3.11D-F), which is in agreement with the findings of Sullivan et 

al. (2014). Ripples were more likely to occur on an SO cycle in which a PYRCSD 

spindle was detected (observed/expected = 2.6 ± 0.5, p<0.05 in 11/14 animals). 

Within detected spindle oscillations, there was a clear relationship of ripples to 

spindle phase, with a preferred angle of 0° (corresponding to the peak of the PYRCSD-

detected spindle; r = 0.38, F(2,11) = 33.00, p<0.05; Figure 3.11E & F). Whether the 

spindle/ripple phenomenon reported here reflects the influence of neocortical 

spindles on the hippocampal network is not clear. Alternatively they could be a 

phenomenon unique to the hippocampus that overlaps with spindle frequency, such 

as the propensity for SPW-Rs to cluster at a ~10 Hz (Papatheodoropoulos, 2010). In 

either case, spindle-frequency activity patterns are clearly a feature of both the input 

and output pathways of the hippocampus, suggesting that they play an important 

role in coordinating hippocampal-neocortical communication during the SO.  

3.4.7 Sharp Waves-Ripples occur at a distinct phase from SchC gamma 

 While PYRCSD ripples were found to occur at an increased rate during PYRCSD 

spindles, this relationship did not account for all events. SPW-Rs are one of the most 

characteristic activity patterns of the SchC-CA1 axis and are of particular interest 

because of their relationship to sleep-dependent memory consolidation (Csicsvari et 

al., 2000; Girardeau et al., 2009; Ego-Stengel and Wilson, 2010; Sullivan et al., 

2011). Typically, a large-amplitude sharp wave in the SchC pathway will trigger a 

ripple event in the CA1 pyramidal cell layer. The detection of PYRCSD ripples was 

quite variable across subjects, with an average of 26.5 ± 7.7 events and an average 

ripple frequency of 157 ± 7 Hz. As expected, the number of ripples detected during 
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theta was exceedingly low (3.0 ± 1.1), supporting the identity of these events as 

true SPW-R events. Accordingly, 87± 3% of all detected ripples were associated with 

a sharp wave in the SchCic that exceeded an amplitude threshold of 4 standard 

deviations from the mean (Figure 3.12A-B), and these sharp-wave associated ripples 

(SPW-Rs) were used for subsequent analyses. In addition to the variability in event 

numbers, the SO phase-preference of detected SPW-Rs was also quite variable both 

within and across subjects. While 10 animals showed a significant SO phase 

preference for PYRCSD SPW-Rs (231°, r = 0.13, F(2,8) = 5.46, p<0.05), the preferred 

phases were spread across more than half of the cycle (from 148° to 359°), and 

inspection of individual events suggested the possibility of a bimodal distribution. 

However, we failed to find a significant bimodality across animals, possibly due to 

the low number of detections overall. Nevertheless, we did find an interesting 

relationship between the phase of SPW-Rs and the power of the neocortical SO. 

SPW-Rs occurring on the ascending phase of the neocortical SO (>180°, 16 ± 4 

SPW-Rs/animal) were associated with significantly higher SO power than SPW-Rs 

occurring on the descending phase (<180°, 12 ± 3 SPW-Rs/animal; Figure 3.12D; 

normalized power 0.81 ± 0.11 vs. 0.55 ± 0.09, p<0.05). The descending- and 

ascending- SPW-R-triggered averages of the CTXLFP show the separation in phase 

(Figure 3.12C), however the ~1 Hz waveform of the SO is apparent in both cases, 

confirming that the results are not due to differences in the ability to quantify SO 

phase when power is low. The average waveforms of ascending phase and 

descending phase sharp waves in the SchCic and the amplitude envelope of the 

ripple oscillations in the PYRic were not significantly different (Figure 3.12 E-F). 

Overall these results suggest that SPW-Rs tend to precede the neocortical UP-state 

when SO power is low, while they tend to follow the UP-state when SO power is 

high. This could allow the hippocampus to alternate between sending and receiving 
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Figure 3.12 Phase of SPW-R events predicts SOCTX power 
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Figure 3.12. Phase of SPW-R events predicts SOCTX power.  

(A) Representative sharp wave in the SchCic during a detected SPW-R event. (B) 

Representative ripple oscillation (filtered from 100-200 Hz) in the PYRLFP during 

the same detected SPW-R event as in (A), magnified in inset to highlight the 

oscillatory nature of this event. (C) Mean SPW-R-triggered CTXLFP when SPW-Rs 

are separated into those occurring on the descending (<180°) and those 

occurring on the ascending (>180°) phase of the neocortical SO. (D) SOCTX power 

(normalized by the maximum 2-minute average of SOCTX power) during 

descending- vs. ascending- phase SPW-Rs. Group averages shown in green. 

These were significantly different based on a paired two-tailed t-test (p<0.05). 

(E) Average SPW-R-triggered SchCic activity for descending- vs. ascending-phase 

SPW-Rs, showing no difference in the sharp wave waveform for the two groups. 

(F) Average SPW-R-triggered RMS of 100-200 Hz PYRLFP activity for descending- 

vs. ascending-phase SPW-Rs, showing no difference in the ripple amplitude or 

duration for the two groups. 

 



119 

 

information from the neocortex, potentially altering the direction of information flow 

as a function of strength of the neocortical SO.  

3.5 Discussion 

 In the present study our aim was to understand how hippocampal input and 

output pathways are organized by the slow oscillation, and to compare this to what 

has previously been shown for theta dynamics. The ultimate goal was to arrive at a 

better understanding of how hippocampal networks could support memory 

consolidation during nonREM sleep. Our approach was to separate the contributions 

of individual hippocampal pathways from the mixed LFP signal using ICA. A 

summary of our phase-by-state-by-pathway findings is presented in Figure 3.13, 

highlighting the separation of activity patterns based on anatomical location, phase 

preference, pathway specificity, and global brain state. 

3.5.1 Phase segregation of pathway-specific gamma oscillations by theta 

and the SO 

 During theta oscillations, our results confirm recent work with respect to the 

phase of gamma frequency inputs from EC and CA3 to CA1 (Lasztoczi and 

Klausberger, 2014; Schomburg et al., 2014), while with respect to the phase of the 

EC input they do not match a prior study (Colgin et al., 2009). For comparisons with 

previous studies, it is important to note that we used SLM as the reference theta 

signal while others have used SPyr, where the polarity of theta is reversed by 180° 

(see Figure 3.1C, red trace, right panel). One advantage of SLM theta is its 

amplitude, which allows for excellent estimates of both phase and state. Another 

interesting difference in our study concerns the frequency of theta-modulated 

gamma activity in the SLMic, which we found in the slow (20-60 Hz) gamma band, 
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Figure 3.13 Summary diagram.  

Schematic representation of the segregation of activity patterns within the dorsal 

hippocampus as a function of state (SO – left panel; theta – right panel), phase 

(x-axis), depth (y-axis), pathway (colour) and activity pattern (spindles, gamma, 

and SPW-Rs). Reference phase for the SO is from the deep layers of the frontal 

neocortex. Reference phase for theta is from SLM 
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while others have described this input to be in the fast (60-140 Hz) gamma band 

(Colgin et al., 2009; Schomburg et al., 2014). One possibility is the influence of the 

anaesthetic urethane used in our study, as others have found the EC input to be in 

the slow (~30 Hz) gamma range under urethane (Lasztoczi and Klausberger, 2014). 

Regardless, it should be pointed out that a key advantage of using ICA to separate 

pathway-specific inputs is that sources that overlap in frequency and spatial extent 

can be separated into physiologically meaningful independent components instead of 

relying on differences in frequency alone to separate the influences of putatively 

distinct pathways.  

While our findings with respect to gamma oscillations during the theta rhythm 

largely confirm previous work and extend it to the pathway-specific inputs separated 

by ICA, our major goal was to come to a better understanding of the hippocampal 

coordination of fast network activities associated with the SO. We found that, as for 

theta, the SO segregates gamma in the TA and SchC pathways based on phase. 

Importantly, during the SO, the SchC gamma (as well as a subpopulation of SPW-

Rs) are the only hippocampal activity to precede the neocortical UP-state within an 

SO cycle. This is in agreement with previous work finding that the increase in 

gamma power in SRad is out of phase with the increase in gamma power in SLM 

(Isomura et al., 2006). This unique phase relationship of SchC gamma to the SO 

could also be partially explained by the finding that some cells within CA3 are out of 

phase with neocortical UP-DOWN states (Hahn et al., 2007). While the functional 

relevance of this phase segregation is unclear, it is tempting to speculate that the 

neocortical DOWN-state provides a critical window for independent intra-

hippocampal processing mediated by network interactions within CA3 that are 

transmitted to CA1 as gamma frequency activity or sharp waves, while the 
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neocortical UP-state provides a window for neocortical-hippocampal communication 

mediated by direct entorhinal-CA1 gamma frequency inputs.  

3.5.2 SPW-R phase is modulated by global brain state 

 Another significant finding was that SPW-Rs could precede or follow the 

neocortical UP-state. This is in agreement with previous findings that these events 

can occur near the DOWN-UP or the UP-DOWN transitions of the neocortical SO 

(Peyrache et al., 2011).  However, we extended these findings by showing that 

these two groups of SPW-Rs could be separated based on the power of the 

neocortical SO. SPW-Rs occurring on the descending phase (DOWN-UP transition), 

were associated with lower 1 Hz power than SPW-Rs occurring on the ascending 

phase (UP-DOWN transition). Thus, SPW-Rs tend to lead neocortical activity when 

the SO power is low, and follow neocortical activity when the SO power is high. This 

provides the opportunity for two distinct directions of information flow in the 

hippocampal circuit that are based on depth of the slow wave state: the first in 

which hippocampal output is poised to influence cortical ensembles and the second 

when hippocampal ensembles may be directed by neocortical input. SPW-Rs are of 

critical interest with respect to sleep-dependent memory consolidation based on the 

reactivation of previously co-active hippocampal ensembles (perhaps constituting 

episodic memory traces) during ripples (Girardeau and Zugaro, 2011) as well as the 

disruption of memory following the selective disruption of SPW-Rs (Girardeau et al., 

2009; Ego-Stengel and Wilson, 2010). Therefore it is also interesting to note a 

strong relationship between SPW-Rs and spindle oscillations in the PYRCSD. While 

spindles had previously been thought of as purely thalamocortical events, it has 

recently been demonstrated that spindle oscillations (presumably transmitted via 

entorhinal input) influence hippocampal activity and that SPW-Rs occur at an 
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increased rate during CA1 pyramidal layer spindles (Sullivan et al., 2014). Our 

findings support these previous results and extend them to the urethane model of 

sleep, and together these results suggest a mechanism that could link hippocampal 

and neocortical activity during nonREM sleep to support sleep-dependent memory 

consolidation.  

3.5.3 Cycle skipping of synaptic inputs at SLM 

 The strongest modulation of fast activity by SO phase occurred in the SLMic, 

which fit with our observation that the strongest cross-frequency modulation of the 

raw signal occurred near SLM. While the SLMic did show a spectral peak near 1 Hz 

corresponding to the SO, the peak was much broader and extended into the lower 

frequencies. This slowing of the SLM inputs (including the TA pathway from the EC 

and potentially the nucleus reuniens afferents) compared to the neocortical SO 

frequency can be explained by our finding that the SLMic input skips some SO 

cycles. This produces the characteristic hippocampal field activity during the SO that 

has distinctly rhythmic features but can also appear arhythmic. One possible 

explanation for this dissociation of the EC input from the neocortical SO comes from 

the finding that layer III medial EC cells show persistent UP-states that can span 

several cycles of the SO, leading to a slowing of the dominant frequency in this 

population of cells (Hahn et al., 2012). However, our finding that fast activity in the 

SLMic still tended to occur in short bouts during cycle skipping (cf. Figure 3.9) does 

not support the idea of sustained UP-states in the population of EC neurons primarily 

responsible for the input at SLM. Future studies will be critical in elucidating the 

relationship between population activity in layer III medial EC and the CA1 TA input.  



124 

 

3.5.4 Summary 

The networks of the hippocampus are capable of producing markedly different 

activity patterns based on behavioural- and brain-state. Large amplitude LFP 

patterns such as the SO and theta represent the synchronous, coordinated activity of 

large populations of neurons and can therefore provide significant clues in 

understanding the hippocampal processing that occurs within these respective 

states. One challenge of LFP analysis is localizing the source of signals that can be 

volume-conducted from significant distances within the brain. The ICA method 

provides a powerful tool for overcoming this ambiguity, allowing the separation of 

signals into physiologically meaningful underlying sources. Our findings reveal a 

network that can dynamically alter its coordination as a function of brain state. 

During slow-wave states, the neocortical DOWN-state and DOWN-UP transition may 

provide a critical window for intrahippocampal processing revealed by gamma 

oscillations in the SchC pathway and SPW-Rs occurring when cortical SO power is 

low. This suggests that in transitional slow wave (or non-REM-like) activity, there is 

a directional bias for hippocampo-cortical communication. In contrast, the 

hippocampal inputs from the EC occur in phase with the neocortical UP-state, 

providing a window for cortical influence on hippocampal circuits. This capacity of 

hippocampal circuits to integrate and segregate rhythmic inputs differentially based 

on brain state is likely what gives it the power to perform such diverse memory-

related functions. 
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4.1 Abstract 

Oscillatory synchronization is a pervasive neural phenomenon and is a likely 

important processing mode throughout the nervous system. In particular, 

hippocampal networks express different rhythms in conjunction with distinct 

behavioural states and hippocampal functions. Specifically, the hippocampus (HPC) 

demonstrates theta oscillations (3-12 Hz) during exploratory behaviour and REM 

sleep and slow oscillations (SO; ~1 Hz) during non-REM sleep; both have been 

implicated in different stages of memory. In this work we describe a novel oscillatory 

activity pattern that co-occurs with both theta and slow oscillations in the HPC and 

entorhinal cortex (EC). This slow rhythm (0.1-0.5 Hz), which we have called iota, 

while modestly apparent during spontaneous conditions, was prominently unmasked 

by inactivation of the medial septum (MS). The strongest power of iota occurred at 

stratum lacunosum moleculare (SLM) which is the site of termination of the direct 

temporoammonic pathway from EC layer III.  Furthermore, HPC and EC iota were 

strongly coherent and iota-correlated multi-unit activity was most evident in EC layer 

III, suggesting that iota arises from a direct interaction between entorhinal and 

hippocampal networks. Interestingly, MS inactivation with lidocaine, but not 

muscimol, disrupted the hippocampal SO and produced a slow, iota-like but 

arrhythmic activity pattern that maintained a strong phase relationship with the 

neocortical SO. This last finding suggests that the hippocampal SO may also be 

dependent on non-EC inputs arriving at SLM via fibre systems passing in close 

proximity to the MS region. Overall, these findings suggest that iota is integrated 

with both theta and SO generating systems to further influence information 

processing within this circuit both within and across brain states.  



127 

 

4.2 Introduction  

Rhythmic synchronization is a pervasive and ubiquitous property of neural 

activity across species and has been suggested to be fundamental to the operation 

of the nervous system (Buzsaki et al., 2013). Frequencies of oscillatory activity in 

neural systems span several orders of magnitude; from slow seasonal and circadian 

fluctuations (≤0.00001 Hz) to fast ripple oscillations (≥200 Hz). Traditional 

measurements of cerebral activity patterns, in terms of the range of frequencies 

recorded, and the frequency bands analyzed, have been strongly influenced by 

historical tradition and technical capabilities. While slow (<0.5 Hz) rhythms (often 

referred to as DC or near-DC potentials) have often been filtered out of AC-coupled 

field recordings, the relevance of these oscillations to neural function has been of 

increasing interest (Palva and Palva, 2012). For example, infra-slow (0.01-0.1 Hz) 

EEG fluctuations have been correlated with blood-oxygen levels in resting state 

networks (Hiltunen et al., 2014), and can predict behavioural performance on a 

signal detection task (Monto et al., 2008).  

Oscillations in the hippocampus have been of particular interest because of the 

structure’s role in episodic/spatial learning and memory (Scoville and Milner, 1957; 

O'Keefe and Dostrovsky, 1971; Nadel and Moscovitch, 2001; Eichenbaum and 

Cohen, 2014; Schiller et al., 2015). Not only have oscillatory activity patterns been 

suggested to be important for memory encoding in this circuit (Hasselmo et al., 

2002; Kunec et al., 2005; Hasselmo and Stern, 2014), but also for consolidating 

these memories during offline situations like slow-wave sleep (Buzsaki, 1989; 

Girardeau et al., 2009; Born, 2010; Ego-Stengel and Wilson, 2010). While theta 

oscillations (3-12 Hz) are prominent during spatial navigation and during REM sleep 

(Bland et al., 1979; Bland, 1986; Buzsaki, 2002; Vertes et al., 2004; Buzsaki and 

Moser, 2013), the hippocampal slow oscillation (SO, ~1 Hz) is a prominent pattern 
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expressed during non-REM sleep and is dynamically coordinated with the large 

amplitude SO in the neocortex (Steriade et al., 1993b; Wolansky et al., 2006). Both 

of these oscillations show maximal power at stratum lacunosum moleculare (SLM) of 

the CA1 hippocampal subfield, which is the termination zone for both entorhinal and 

nucleus reuniens (thalami) projections (Wouterlood et al., 1990; Dolleman-Van der 

Weel et al., 1997; Vertes et al., 2004). 

Slower hippocampal oscillations have also been described, including ultra-slow 

(<0.025 Hz) alternations of hippocampal network excitability (Penttonen et al., 

1999), and a 0.03-0.3 Hz rhythmicity in the co-modulation of hippocampal and 

neocortical activity during slow wave sleep (Sirota and Buzsaki, 2005). In the 

present study we describe an infra-slow (0.1-0.5 Hz) hippocampal activity that is 

present across states but is unmasked during the activated state by temporary 

inactivation of the medial septum. We show evidence that this rhythm, which we call 

iota, is coupled to faster activity like SO and theta, and likely represents an 

interaction between entorhinal and hippocampal circuits. 

4.3 Methods 

All experimental procedures conformed to the guidelines established by the 

Canadian Council on Animal Care and were approved by the University of Alberta 

Biosciences Animal Care and Use Committee.  

4.3.1 Animals and surgery 

Experiments were performed on 42 male Sprague-Dawley rats weighing 266 

± 11 g (mean ± SEM). Animals were placed in an enclosed chamber with 4% 

isoflurane in 100% O2 until the loss of righting reflexes, at which point a surgical 

plane of anaesthesia was maintained through delivery of 1.5-2.5% isoflurane via a 
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nose cone while a catheter was inserted in the jugular vein. Isoflurane was then 

discontinued while anaesthesia was maintained by slow administration of urethane 

(0.67-0.8 g/mL) to a final dose of 1.73 ± 0.04 g/kg. Final urethane dose was based 

on the lack of withdrawal to toe pad pressure, and lack of reactivity to being placed 

in a stereotaxic frame (Model 900; David Kopf Instruments, Tujunga, CA). Core body 

temperature was maintained at 37°C using a servo-controlled heating pad connected 

to a rectal probe (TR-100; Fine Science Tools, Vancouver, BC, Canada). A 

subcutaneous injection of atropine methyl nitrate (0.05 mg/kg) was administered to 

reduce respiratory secretions. A monopolar electrode (Teflon-coated stainless steel 

wire, bare diameter: 125 µm; A-M Systems, Carlsborg, WA) was implanted in the 

frontal cortex (all coordinates relative to Bregma: anterior-posterior (AP): +2.5 mm; 

medial-lateral (ML): +1.0 to +1.2 mm) in either superficial (dorso-ventral (DV): -0.2 

to -0.25 mm) or deep (DV -1.5 to -2 mm) cortical layers. This protocol allowed for 

spontaneous alternations between activated and deactivated forebrain states 

(Wolansky et al., 2006; Clement et al., 2008).  

In a subset of animals (n=24), a 16-channel linear multisite electrode (silicon 

probes from Neuronexus, Ann Arbor, Michigan, or a multi-site platinum-iridium 

electrode from Plexon, Dallas, Texas) was implanted in the dorsal hippocampus (AP -

3.1 to -3.5 mm, ML 2.1 to 2.6 mm, DV -3.1 to 4.0 mm). The recording depth was 

adjusted to include at least 2 channels below the maximum theta amplitude and 4 

channels above the theta phase reversal. Data from one animal were removed 

following histological assessment due to a probe position medial to CA1. In a subset 

of these animals, a 30-gauge stainless steel infusion cannula was also implanted in 

the medial septum (AP +0.5 mm, ML 0.0 mm, DV 5.0-6.0 mm) for infusion of 

lidocaine (10 nM, n=4) or muscimol (10 nM, n=3). For infusions, cannulae were 

connected with PE-50 tubing (Fisher Scientific, Ottawa, Canada) to a 10 µL Hamilton 
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microsyringe loaded on a microinfusion pump (Model KDS100, KD Scientific Inc., 

Holliston, MA). Following the acquisition of baseline recordings, infusions of 1 µL 

were made over a period of 1 minute. The location of infusion was evaluated by 

histological assessment as well as electrophysiological measures, as this infusion 

should abolish theta oscillations in the hippocampus (Smythe et al., 1991; Lawson 

and Bland, 1993; Dickson et al., 1994). In one case the infusion hit the lateral 

instead of the medial septum and these data were removed from subsequent 

analyses.  

In another group of animals (n=18), a monopolar electrode was implanted in 

the dorsal hippocampus, targeting the hilus (AP -3.1 to -3.5 mm, ML 2.1 to 2.6 mm, 

DV -3.1 to 3.5 mm). Final electrode position was based on the maximal amplitude of 

theta oscillations in the local field potential (LFP). A 16-channel linear multisite probe 

was then implanted in the medial entorhinal cortex (EC) perpendicular to the cell 

layers. This was achieved by implanting the probe above the contralateral 

hemisphere (AP -4.0 mm, ML +4.0 mm) with a 40° angle below horizontal, and 

advancing the probe 8.0 to 9.5 mm from the surface. Proper electrode placement 

was evaluated by histological assessment as well as by electrophysiological 

measures (maximal theta amplitude in superficial layers; phase reversal of theta 

activity at layer II, (Alonso and Garcia-Austt, 1987; Dickson et al., 2000)). Based on 

these criteria, the data from 7 animals were removed from further analysis.  

4.3.2 Data collection and histology 

Electrophysiological recordings were referenced to stereotaxic ground. 

Monopolar electrode signals were amplified at a gain of 1000 and filtered between 

0.1 Hz and 10 kHz using a differential AC amplifier (Model 1700, A-M Systems). 

Linear multiprobe signals were passed through a headstage with unity gain (Plexon, 
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Dallas, Texas), and then amplified at a gain of 1000 and filtered between 0.07 Hz 

and 8 kHz (PBX-2 amplifier, Plexon). Signals were then digitized at a minimum 

sampling rate of 1000 Hz with anti-alias filtering at ½ of the sampling rate using a 

1322 Digidata A/D board (Molecular Devices, Union City, CA) connected to a 

personal computer for data acquisition in Axoscope (Molecular Devices, Union City, 

CA).  

Following data collection, animals were perfused transcardially with 

physiological saline followed by 4% paraformaldehyde. Brains were extracted and 

stored for histological processing in a 4% paraformaldehyde/30% sucrose solution. 

After a minimum of 24 hours, tissue was frozen with compressed CO2 and sliced at a 

thickness of 48µm using a rotary microtome (Model 1320, Leica, Vienna, Austria). 

Slices were mounted on gel-coated slides and allowed to dry prior to staining with 

thionin and assessment of electrode and cannula placements. 

4.3.3 Data Analysis 

Data were analyzed using a combination of built-in and custom-written code 

in Matlab version 7.14 (The Mathworks, Natick, MA). Epochs were separated into 

activated (theta) states and deactivated (SO) states based on the presence or 

absence of theta oscillations in the hippocampal recordings. For lidocaine infusion 

experiments, due to the absence of theta oscillations, epochs were separated based 

on the absence or presence of the slow oscillation (SO) in the neocortical signal. 

Power, phase and coherence spectra were computed using Welch’s averaged 

periodogram method with a 6-second Hanning window and 2-second overlap. Spatial 

profiles of spectral activity were normalized across animals by aligning the theta 

reversal and theta power maximum. Current source density (CSD) was computed on 



132 

 

multiprobe signals as the 2nd spatial derivative of the voltage traces (Freeman and 

Nicholson, 1975; Rodriguez and Haberly, 1989; Ketchum and Haberly, 1993). 

Frequency co-modulograms were computed using a modified version of the 

modulation index (MI; Canolty et al., 2006; Kramer et al., 2008; Tort et al., 2010). 

For each pair of frequencies, the phase of the lower frequency and the amplitude of 

the higher frequency were computed using the angle (phase) and the absolute value 

(amplitude) of the respective wavelet transforms (Morlet wavelet, width = 6). The 

amplitude values were then binned as a function of phase (72 bins), and the 

deviation of this distribution from a uniform distribution (implying no modulation) 

was calculated using a modification of the Kullback-Leibler distance as described in 

Tort et al. (2010). 

Independent component analysis (ICA) was used to isolate the local 

hippocampal signal at the layer of stratum lacunosum moleculare (SLM), likely 

arising from a combination of the temporoammonic (TA) pathway from the 

entorhinal cortex (EC) and the nucleus reuniens projection to CA1 (Wouterlood et 

al., 1990; Dolleman-Van der Weel et al., 1997). The runica algorithm was used to 

perform ICA decomposition (Makeig et al., 1996; Delorme and Makeig, 2004). This 

approach has been used previously to describe the underlying sources of the 

hippocampal LFP (Makarov et al., 2010; Makarova et al., 2011; Fernandez-Ruiz et 

al., 2012b; Fernandez-Ruiz et al., 2012a; Fernandez-Ruiz et al., 2013; Martin-

Vazquez et al., 2013; Schomburg et al., 2014). We defined the SLM component 

(SLMic) based on a maximal weighting at SLM and a reversal of phase at the same 

layer as the theta reversal. Furthermore, this was also the component with the 

greatest theta power. 

For analysis of the consistency of phase-amplitude modulation across animals, 

the mean angle and resultant length were calculated using the CircStat Matlab 
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toolbox for circular statistics (Berens, 2009), and second-order circular statistics 

were then used to assess group means (Zar, 2010). 

4.4 Results 

4.4.1 Iota rhythm under baseline conditions 

Under baseline conditions, urethane-anaesthetized animals (n=16) cycled 

between an activated state dominated by hippocampal theta oscillations, and a 

deactivated state with strong forebrain (cortical and hippocampal) slow oscillations 

(SO) as we have previously described (Wolansky et al., 2006; Clement et al., 2008). 

However, during both states we could also observe a slower (0.1-0.5 Hz) 

hippocampal rhythm co-occurring with both SO and theta (Figure 4.1A). The 

intrahippocampal power profile of this slow rhythm, which we have called iota, was 

similar to the theta power profile, with a peak at SLM, however the power minimum 

was, on average, 100 µm ventral to the theta power minimum (Figure 4.1B, left 

panel). The coherence profile showed that iota was highly localized to SLM, with 

coherence dropping off markedly in superficial layers (Figure 4.1B, middle panel). 

Iota showed a near-180° reversal of phase at a similar depth to the theta phase 

reversal and the SO phase shift (Figure 4.1B, right panel). During both SO and theta 

states, the iota rhythm modulated the amplitude of faster frequencies in the 3-40 Hz 

range (Figure 4.1C). A spectral peak at ~0.3 Hz was present during both SO and 

theta states in some animals (Figure 4.1D), although this peak was not always 

present. 

Interestingly, we have observed this modulation of faster frequencies by 0.1-

0.5 Hz phase in our prior work as well (Figure 3.6 B&C; Chapter 3). In addition, we 

have also observed a slowing of the hippocampal SO with respect to the neocortex 
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Figure 4.1 Iota (~0.1-0.5 Hz) rhythm co-expressed with SO and theta 

rhythms in the hippocampus 

(A). Representative recordings from the frontal cortex (top trace) and 

hippocampus during deactivated (left panel) and activated (right panel) states 

under urethane anaesthesia. Red arrows mark the emergence of the iota rhythm 

at ~0.3 Hz during both states. (B). Power (left), coherence (middle) and phase 

(right) profiles of SO, theta and iota activity, with deactivated states shown in 

black and activated states in red. Averages were computed by aligning the theta 

reversal (normalized depth = 0) and the maximum theta power (normalized 

depth = -400). (C). Phase-amplitude comodulograms for a representative animal, 

demonstrating that the ~0.1-0.5 Hz iota frequency is modulating the amplitude of 

faster rhythms during both the deactivated (left) and activated (right) states. (D). 

Power spectrum for the same animal shown in (A), showing peaks at SO (~1 Hz) 

and iota (~0.3 Hz) during the deactivated state (black), as well as theta (4 Hz) 

and iota (~0.3 Hz) during the activated state (red). The 95% confidence intervals 

of the spectral estimates are shown in grey. 
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due to the periodic skipping of SO cycles (Figure 3.9; Chapter 3). In both cases this 

slow frequency was observed most prominently by isolating the presumed synaptic 

inputs to SLM using independent component analysis (ICA; see Chapters 2 and 3; 

Makarov et al., 2010; Benito et al., 2014). This approach separates a mixed signal 

such as the LFP into its underlying sources by maximizing their statistical 

independence (Hyvarinen and Oja, 2000). Across animals (n=16), five components 

were consistently separated (Figure 4.2A and B), and were putatively identified 

based on their spatial profiles in comparison to the known synaptic inputs to the 

dorsal hippocampus, in addition to a volume-conducted signal with a flat spatial 

profile (Figure 4.2B). The SLMic had a peak activation at SLM and a phase reversal 

near the theta reversal, matching the spatial profile of iota activity (Figure 4.2B, 

cyan). This component likely reflects synaptic input terminating at this layer from 

the entorhinal cortex via the temporammonic pathway in addition to potential input 

from the nucleus reuniens (Wouterlood et al., 1990; Dolleman-Van der Weel et al., 

1997; Vertes et al., 2004). During both deactivated (Figure 4.2C) and activated 

(Figure 4.2D) states, the SLMic had the strongest iota power. 

When observing the time series of the SLMic across transitions from a 

deactivated to an activated state (Figure 4.3A), we noted several dynamics. During 

the deactivated state, there were epochs where activity in the SLMic was much 

slower than the neocortex (Figure 4.3Bi), and these epochs were associated with a 

peak at iota frequency in the power spectrum (Figure 4.3Ci). In contrast, there were 

also epochs in which the SLMic followed the neocortical SO closely, and these were 

associated with a strong peak at ~1 Hz in both the SLMic and neocortical power 

spectra (Figure 4.3Bii and Cii). Just prior to the transition to the activated state, 

activity in the SLMic was again much slower than the neocortical SO, and this slow 

iota activity continued as theta oscillations began to emerge (Figure 4.3Biii and Ciii). 
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Figure 4.2 Iota is most prominent in SLM-targeting synaptic inputs 

(A). Schematic representation of the dorsal hippocampus highlighting the laminar 

organization of the major afferent pathways. The medial and lateral perforant 

pathways (MPP and LPP) project to the middle and outer thirds of the dentate 

molecular layers (DMol). The Schaffer collateral pathway (SchC) projects to 

stratum radiatum (SRad) of CA1. Both the entorhinal cortex, via the 

temporoammonic (TA) pathway, and the nucleus reuniens, project to SLM. The 

target position of the multiprobe with respect to the laminae is enlarged on the 

right. (B) Spatial profile of ICA weightings at each electrode position, averaged 

across animals (n=16). Components were identified based on characteristics of 

their spatial profiles in relation to the known synaptic inputs shown in (A). Blue – 

MPPic; Red – LPPic; Magenta – SchCic; Cyan – SLMic (named based on 

termination zone instead of pathway because both TA and nucleus reuniens fibres 

project to SLM); Black – volume-conducted signal (note the flat profile, unlike the 

other components). For more details, see Chapters 2 and 3. (C). Average power 

spectra (n=16 animals) of each component during the deactivated state (2 

minute sample). All spectra were normalized by the total power of the raw LFP at 

SLM during the deactivated state. Note the peak at 0.3 Hz in the SLMic (cyan) in 

addition to the ~1 Hz SO peak. (D) Average power spectra (n=16) for the 

activated state (2 minute sample), normalized as in (C). Note the peak at 0.3 Hz 

in the SLMic (cyan) in addition to the ~4 Hz theta peak. 
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Figure 4.3 Iota activity across brain state transitions 

(A). Neocortical (nCTX, top) and SLMic (bottom) signals across the evolution from 

a deactivated to an activated state. (B). Expansion of signals marked by shaded 

regions in (A). (i). Early deactivated state, the SLMic is slower than the 

neocortical SO. (ii). Late deactivated state, the SLMic and the nCTX both show a 

strong ~1 Hz SO. (iii). At the transition from deactivated to activated, the SLMic 

slows down and the slow iota rhythm continues as theta oscillations emerge. (C). 

Power spectra for 30 second windows centered on epochs shown in (B). (i) The 

nCTX has a ~1 Hz peak but the SLMic has a slower iota (~0.5 Hz) peak. (ii) Both 

the nCTX and the SLMic have peaks at ~1 Hz. (iii). The nCTX has a peak at ~1 

Hz while the SLMic has a peak at iota (~0.3 Hz) and a small theta (~4 Hz) peak. 
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4.4.2 Iota rhythm unmasked by medial septal inactivation 

Iota was visible in the spontaneous LFP traces during activated (theta) states 

to varying degrees across animals. In some cases iota was only seen at the 

transition from SO to theta (Figure 4.3 panels iii), while in others cases it lasted 

throughout the entire theta epoch. The average spectral profiles (Figure 4.1B, n=16) 

suggested that iota was a common feature of hippocampal activity across animals 

even in cases in which it wasn’t necessarily observable in the raw traces. We 

assumed that the prominent and large-amplitude theta activity tended to mask the 

slower iota. We therefore sought to uncover iota by abolishing theta oscillations 

through temporary inactivation of the medial septum using local injections of 

lidocaine. This manipulation has been shown previously to profoundly diminish 

hippocampal and entorhinal theta oscillations (Dickson et al., 1994), and has also 

been shown to reduce the power of the local field during non-theta states (Smythe 

et al., 1992; Lawson and Bland, 1993), although this latter effect has been less well 

studied.  

Following lidocaine infusions into the medial septum, we found a near-complete 

elimination of theta rhythmicity at SLM, while neocortical activity remained unaltered 

(Figure 4Ai-ii). In the place of theta oscillations, a striking activity pattern emerged, 

characterized by periodic events occurring at about 0.1-0.5 Hz (circled in Figure 

4Aii). This iota activity was even more prominent in the SLMic (Figure 4Aii, bottom 

panel). During the deactivated state, there was a slight reduction in amplitude of the 

raw hippocampal LFP (Figure 4Aiii-iv, middle panels), but a dramatic reduction in 

activity of the SLMic (Figure 4Aiii-iv, lower panels). In place of the typical 

hippocampal SO, we found periodic waveforms similar to the iota activity seen 

during post-inactivation theta states (compare Figure 4Aii and iv, circled events). 

The average waveforms of iota events in the SLMic following septal inactivation were 
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Figure 4.4 Inactivation of the medial septum with lidocaine reveals iota 

rhythm in the hippocampus 

(A). Representative examples of cortical (top), hippocampal SLM (middle) and 

the ICA-separated SLMic (bottom) traces during the activated state pre- and 

post- medial septal lidocaine infusion (i-ii) and during the deactivated state pre- 

and post- infusion (iii-iv). Typical waveforms seen in the hippocampus after 

septal inactivation are circled to highlight the similarity across both states. (B). 

CSD of hippocampal activity shown in (A) to assess current flow. Note the large 

decrease in activity during the deactivated state following septal inactivation, as 

well as the location of current sinks at SLM. (C). Average waveforms of activity 

patterns seen in (A) over full epochs for each state (~2 minutes). Averages were 

triggered on negative peaks exceeding the thresholds marked by horizontal lines. 

Pre-infusion activated: n = 42 events; Pre-infusion deactivated: n = 18 events; 

Post-infusion activated: n = 25 events; Post-infusion deactivated: n = 14 events. 
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quite similar during both activated and deactivated states (Figure 4.4Cii and iv). 

Average waveforms for spontaneous activity are shown for comparison (Figure 4.4Ci 

and iii). The averages for the activated state were triggered on the largest amplitude 

negative deflections (such as those seen in Figure 4.1A, red arrows) and not on 

every theta cycle. 

Analysis of extracellular current flow using CSD confirmed the above findings. 

First, the depth of the maximal sinks associated with iota during the activated state 

occurred at SLM (Figure 4.4Bii and iv). Second, there was a marked absence of SO-

related (~1 Hz) sinks at SLM following septal inactivation (Figure 4.4Bii). The ~1 Hz 

activity that is still seen in the hippocampal LFP post-infusion (Figure 4.4Aii, middle 

panel), therefore likely represents the volume-conducted SO signal from the 

overlying cortex. In line with these findings, the power profiles for SO and theta 

were both nearly flat following septal inactivation, and the ~180° phase reversal of 

theta activity was eliminated (Figure 4.5A and C). The profiles of iota during the 

activated state following septal inactivation showed a global increase in power but no 

change in the shape of the power profile or in the magnitude or depth of the phase 

reversal (Figure 4.5B).  

The examples shown in Figure 4.4A suggest that the activity patterns of the 

SLM-targeting inputs are very similar during both activated and deactivated states 

following lidocaine infusion in the medial septum. However, when we looked at 

longer epochs pre- and post- infusion it was clear that there were important 

differences (Figure 4.6A and B; boxes represent epochs shown in Figure 4.4). 

Notably, while the iota events seen post-infusion during the activated state occurred 

rhythmically at a frequency of ~0.1-0.5 Hz, the events during the deactivated state 

were more infrequent and appeared non-rhythmic. We assessed the rhythmicity of 

iota in the post-infusion activated state by looking at the autocorrelations of the 
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Figure 4.5 Depth profiles of spectral activity pre- and post- septal 

inactivation 

(A). Power (left), coherence (middle) and phase (right) profiles of theta activity in 

the hippocampus pre- (grey) and post- (black) septal inactivation for the 

representative example shown in Figure 2. Profiles were calculated on a 60 

second sample of the activated state for both pre- and post- infusion conditions. 

(B). As in (A) for the iota (0.5 Hz) frequency. (C). As in (A) for the SO frequency, 

calculated on a 60 second sample of the deactivated state for both pre- and post-

infusion conditions. 
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Figure 4.6 Rhythmicity and coordination of post-infusion hippocampal 

activity 

(A). Pre-infusion spontaneous activity in the neocortex (top) and in the SLMic 

(bottom) during both deactivated (left) and activated (right) states. (B) Post-

infusion activity of the neocortex (top) and the SLMic (bottom) to highlight the 

rhythmicity of iota during the activated state following septal inactivation but the 

lack of rhythmicity during the deactivated state. Boxes highlight the epochs 

shown in Figure 3A and B. (C). Iota-triggered cortical signal during the 

deactivated state for the representative example (i) and the group average (ii, 

n=3). Events were triggered at the trough of the waveform in the hippocampus. 

(D). Autocorrelation of the 1-second smoothed RMS of the hippocampal signal 

during the activated state following septal inactivation. Representative example 

from Figure 3 is shown in bold. 
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smoothed RMS of the SLMic signals (Figure 4.6D). In all three animals there was a 

strong peak at a lag of 3-5 seconds, corresponding to an iota frequency of 0.2-0.3 

Hz. Interestingly, while the activity during the post-infusion deactivated state did not 

show the same rhythmicity, we found a strong phase-relationship with the very 

rhythmic SO in the neocortex. Iota events occurred near the trough of the 

neocortical SO, corresponding to the peak of the UP/ON-state (SLMic-event-

triggered averages of the neocortical signal: Figure 4.6Ci (representative animal), 

and Figure 4.6Cii (group average)).  

Across animals, theta power decreased and iota power increased during the 

activated state following septal inactivation (Figure 4.7A, n=3). This was true for 

both the raw LFP and the SLMic, while the power of the neocortical signals were 

unchanged. In all three animals, the decrease in theta power and the increase in iota 

power in both the raw LFP and the SLMic were significant (based on no overlap of 

the 95% confidence intervals of the spectral estimates). During the deactivated 

state, there was a large decrease in SO power in the SLMic (Figure 4.7B), while both 

the neocortical and the raw LFP spectra were unchanged. In all three animals, the 

decrease in SO power in the SLMic following septal inactivation was significant.  

Interestingly, we found a striking dissociation between the effects of lidocaine 

and muscimol infusions into the medial septum. While both lidocaine (n = 3) and 

muscimol infusions (n=3) significantly decreased theta power during the activated 

state (Figure 4.8A), muscimol infusions had no observable effect on SO power in the 

SLMic during the deactivated state (Figure 4.8B). We did note that in the average 

spectra, the increase in iota power during the activated state following muscimol 

infusions was less pronounced than the increase following lidocaine infusions 

(compare Figures 7A and 8A). However, in 2/3 animals there was a significant 

increase in iota power following muscimol infusion. In the third animal, iota power 
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Figure 4.7 Group mean power spectra pre- and post- septal lidocaine 

infusions 

(A). Mean ± 95% confidence intervals for cortical (top), hippocampal SLM 

(middle) and ICA-separated SLMic (bottom) spectra during the activated state 

both pre- (grey) and post- (black) infusion of lidocaine in the medial septum. The 

confidence intervals for the post-infusion SLM spectrum overlapped with 0 at 

0.167 Hz and therefore this frequency could not be shown on the logarithmic 

scale. Spectra were calculated on 60-second samples from the activated state. 

(B). As in (A) for the deactivated state pre- and post- infusion. All spectra were 

normalized based on the total power during the deactivated state pre-infusion. 
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Figure 4.8 Group mean power spectra pre- and post- septal muscimol 

infusions 

(A). Mean ± 95% confidence intervals for cortical (top), hippocampal SLM 

(middle) and ICA-separated SLMic (bottom) spectra during the activated state 

both pre- (grey) and post- (black) infusion of muscimol in the medial septum. 

Spectra were calculated on 60-second samples from the activated state. (B). As 

in (A) for the deactivated state pre- and post- muscimol infusion. Note the 

differences between the effects of lidocaine (Figure 4) and muscimol during the 

deactivated state. All spectra were normalized based on the total power during 

the deactivated state pre-infusion. 
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was already high prior to infusion, and did not increase further. Indeed, we observed 

that the power of iota during spontaneous activity was quite variable between 

animals and sometimes even within the same animal across different epochs. 

4.4.3 Iota is coordinated across entorhinal and hippocampal networks 

 The findings that both the local maximum power and CSD sinks related to 

iota were located at SLM, and the strong iota activity in the SLMic, suggested that 

this rhythm may involve the entorhinal cortex, which projects directly to SLM 

through the temporoammonic pathway. We therefore recorded activity across 

multiple layers of the medial entorhinal cortex while recording simultaneously from 

the hippocampus. We found that periods of spontaneous iota in the hippocampus 

were associated with large fluctuations in the power of theta within the entorhinal 

cortex (Figure 4.9Ai-iv). This relationship was assessed through hippocampal phase-

entorhinal amplitude comodulation (Figure 4.9B). The phase relationship is shown 

for a representative animal (Figure 4.9C), and for the group (Figure 4.9E, n=11; 

mean angle 258°, r = 0.029, F(2,9) = 4.74, p<0.05). The mean iota-phase-triggered 

average of SLM theta power (Figure 4.9D, n=11) also showed a significant 

relationship between iota phase and theta amplitude. 

 We had noted in the spontaneous hippocampal data that the influence of iota 

was most clear during transitions between states (Figure 4.3). When we looked at 

activity in the superficial entorhinal layers just before a transition from the 

deactivated to the activated state, we saw clear evidence for a slow iota rhythm with 

a frequency of ~0.3 Hz (Figure 4.10A). The iota activity in the entorhinal cortex 

(middle trace) was clearly related to hippocampal activity (bottom trace). In fact, 

when we overlaid the two signals (Figure 4.10B), the EC activity also appeared to 

precede the hippocampal activity. When we triggered on the negative peaks of iota 
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Figure 4.9 Fluctuations of EC theta power as a function of hippocampal 

iota phase 

(A). Representative example of simultaneously recorded signals in the 

hippocampus at SLM (i) and the EC across superficial and deep layers (iv) during 

iota recorded during the activated state, showing a relationship between 

hippocampal iota phase (ii) and EC iota power (iii). (B). Comodulogram of 

hippocampal phase and entorhinal amplitude for the representative example 

shown in (A), showing a modulation of EC theta (~4 Hz) power by hippocampal 

iota (~0.5 Hz) phase. (C). Distribution of EC theta power as function of 

hippocampal theta phase for the same representative example, showing a mean 

angle of 283°. (D). Hippocampal iota-triggered EC theta power group average 

(n=11). (E). Group data for mean angles evaluated as in (C), with a significant 

group mean angle of 258° (r = 0.029, F(2,9) = 4.74, p<0.05). 
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waves in the superficial EC, the average hippocampal signal showed a lag of 9 ms 

(Figure 4.10C). The cross-correlation of EC and hippocampal activity also suggested 

that EC iota was leading hippocampal iota (Figure 4.10D, inset, lag -12 ms). Across 

animals, when there was a clear iota rhythm in the EC (n=4), the hippocampus 

always followed the EC and the average lag was 13.5 ± 1.9 ms (based on the EC-

iota triggered hippocampal signal).  

The hippocampal spectrum during this transition state showed a modest peak 

in the iota range (Figure 4.10E), but the EC spectrum did not show a strong peak. 

However, when we looked at the coherence between the two signals there was 

strong coherence at 0.3 Hz (Figure 4.10F).  This HPC-EC coherence was high (above 

0.9) and was maximal in the superficial layers of the EC, with a dip in coherence 100 

µm below the theta reversal/theta coherence dip (Figure 4.10G). CSD analysis 

revealed strong iota-related sink/source pairs, with the sinks in the superficial layers 

of the EC and the sources occurring below the theta reversal (Figure 4.10H). Multi-

unit activity (>500 Hz) was also iota-modulated. The maximum iota power of the 

smoothed RMS of the multiunit activity occurred 100 µm below the theta reversal, 

corresponding to layer III (Figure 4.10I). Finally, the average iota-triggered CSD and 

multiunit RMS envelope are shown in Figure 4.10J, below the average EC iota 

waveform. The mean amplitude of the multiunit RMS envelope at zero-lag from the 

iota trough was largest at layer III, with a smaller peak in layer II (Figure 4.10Jiii). 

4.5 Discussion 

We have described for the first time a slow (0.1-0.5 Hz) hippocampal rhythm – 

iota – that co-occurs with both theta and the SO across activated and deactivated 

forebrain states, respectively, but that is most prominent during transition states 

and is unmasked when theta oscillations are abolished by temporary inactivation of 
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Figure 4.10 Coordination of iota in entorhinal and hippocampal circuits 
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Figure 4.10 Coordination of iota in entorhinal circuits.  

(A) Simultaneous signals from the neocortex, superficial EC and hippocampus 

during the transition from a deactivated to an activated. Note the occurrence of a 

slow iota-frequency activity pattern in the EC signal prior to the transition to 

theta activity. (B) Overlay of EC and HPC signals during iota events circled in A. 

(C) Average iota waveforms triggered on the negative peak of iota in the 

superficial EC. The HPC iota followed the EC by 9 ms in this subject. (D). Cross-

correlation of EC and HPC signals shown in A, showing maximal correlation at -12 

ms, suggesting that the EC is leading the HPC during iota. (E). Power spectrum of 

the HPC and EC signals shown in A. (F). Coherence spectrum of HPC and EC 

signals, showing a strong (>0.9) coherence peak at iota frequency (0.3 Hz). (G). 

HPC-EC iota coherence as a function of depth in the EC. Depth is relative to the 

phase reversal of theta activity, which occurs at layer II (Alonso and Garcia-

Austt, 1987; Dickson et al., 2000). The coherence profile for theta is shown as a 

reference, with a dip in coherence occurring at 0µm (i.e. corresponding to the 

theta phase reversal). The iota coherence dip is 100 µm deeper. (H). CSD of EC 

activity shown in A. Note strong sink/source pairs related to the iota rhythm. 

Inset shows angled approach to reach the entorhinal cortex (see Methods 

section). Approximate layers within the EC are based on the theta reversal as 

well as the magnitude of multi-unit activity. (I) RMS of the >500 Hz multi-unit 

activity smoothed with a 50 ms window. Raw signal from the superficial EC is 

reproduced from panel A as a reference. Note the strong multi-unit activity 

localized mainly to layers II and III. Right panel shows depth profile of iota power 

of the smoothed MUARMS signals, showing maximal iota-modulation of multi-unit 

activity in layer III. (J). Average iota-triggered (i) CSD and (ii) multiunit activity 

(smoothed RMS), with the average iota waveform shown above for reference. (iii) 

Mean amplitude of the iota-triggered MUA at zero-lag from the negative iota 

peak. Note the largest amplitude in layer III. 
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the medial septal region. Iota, theta, and the SO are all maximal at stratum 

lacunosum moleculare (SLM) in CA1, which receives inputs from both the EC via the 

temporoammonic pathway and from the nucleus reuniens. Accordingly, prominent 

iota activity was also found in the EC during transitions from the deactivated to the 

activated state. This iota activity was coherent with iota in the HPC, and was 

associated with iota-frequency CSD sinks in the superficial EC layers, and multiunit 

activity that was maximal at EC layer III. Following the transition to the activated 

state, the amplitude of theta in the EC was modulated by the phase of iota in the 

HPC.  

Our second major finding was a profound effect of septal inactivation with 

lidocaine on the hippocampal SO. While others have found reductions in LFP power 

during deactivated states following septal inactivation (Smythe et al., 1992; Lawson 

and Bland, 1993), to our knowledge we are the first to describe that inactivation of 

the medial septum significantly interferes with the hippocampal SO. This effect was 

seen most prominently in the ICA component that is maximal at SLM, presumably 

representing the synaptic inputs to this layer from either EC layer III or the nucleus 

reuniens. The effect was characterized by a dramatic slowing of spontaneous activity 

with periodic iota events that were phase-related to the neocortical SO.  

Interestingly, muscimol infusions into the septum had no effect on the SO, 

despite still depressing theta activity during the activated state. Since muscimol 

presumably acts to suppress activity on cell bodies while lidocaine suppresses 

activity in both cell bodies and fibres, this suggests that fibre bundles coursing 

through or adjacent to the septal region may mediate the additional effects observed 

with the sodium channel blocker. Given that the nucleus reuniens projects to both 

SLM and layers I and III of the EC (Wouterlood et al., 1990; Vertes, 2015) and 

forms excitatory synapses on dendrites of CA1 pyramids (Wouterlood et al., 1990; 
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Bokor et al., 2002), disruption of this projection is one attractive possibility for 

mediating the effects described here. Both hippocampal and nucleus reuniens single 

units are phase-modulated by slow wave activity induced by systemic ketamine 

injections, and LFPs in the two structures show strong coherence at slow frequencies 

(Zhang et al., 2012). Furthermore, optogenetic stimulation of SLM-targeting nucleus 

reuniens fibers at slow frequencies during awake behaviour alters online 

hippocampal function (Duan et al., 2015). Although the nucleus reuniens does target 

both the medial septum and the hippocampus (Bokor et al., 2002), the reuniens 

fibers targeting the HPC are thought to travel primarily in the cingulate bundle 

(Wouterlood et al., 1990). However, there is a suggestion that at least some fibers 

may travel in the fimbria/fornix (Saunders and Aggleton, 2007). Future experiments 

involving selective inactivation of the nucleus reuniens, or perhaps selective 

inhibition of SLM-targeting cells using optogenetic methods, will be critical for 

determining if this projection is mediating the effects described here.  

We have previously found that periodic skipping of SO cycles in the 

hippocampus results in the slowing of the hippocampal SO with respect to the 

neocortex (see Figure 4.2 and Chapter 3 Figure 3.9). Given our present findings, one 

possibility is that this cycle skipping is due to an interaction between the cortical 

input at ~1 Hz and the intrinsic slower iota rhythm. However, unlike the effect seen 

during the activated state, lidocaine infusions in the medial septum disrupted rather 

than enhanced this intrinsic slow rhythm, and the remaining hippocampal activity 

lacked any clear rhythmicity. Nevertheless, this activity was still phase-modulated by 

the neocortical SO, suggesting that coordination between hippocampal and 

neocortical circuits was still present. In effect, the lidocaine infusions in the medial 

septum dramatically increased the rate of ‘skipping’ of cycles.  This could be due to 

the disruption of the nucleus reuniens projection to the hippocampus, although the 
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bulk of this pathway does not pass through the septal region, but through the 

cingulum and internal capsule which are both located more laterally (Wouterlood et 

al., 1990). Another possibility is that axons from brainstem nuclei such as the 

serotonergic neurons of the median raphé nucleus, were affected by the lidocaine 

infusion in the medial septum. These fibers ascend in the medial forebrain bundle 

and pass through the septum and on to the fornix (Moore and Halaris, 1975; 

McKenna and Vertes, 2001). It is possible that without this neuromodulatory input, 

the normal transmission of activity from the neocortex to the hippocampus is 

disrupted. It might also be the case that the median raphé provides a direct SO-

pulsed input.  Finally, another possibility is that the hippocampal SO may be 

mediated by some integration of the neocortex-EC-SLM pathway with the neocortex-

nucleus reuniens-SLM pathway (Vertes et al., 2007; Varela et al., 2014), with both 

inputs necessary for coordination of the hippocampal SO with the neocortex. Indeed, 

it has been suggested that the rhinal cortices may serve an inhibitory ‘gating’ 

function between the neocortex and the hippocampus (de Curtis and Pare, 2004). In 

this formulation, perhaps the combination of inputs arriving directly from the 

neocortex and indirectly through the thalamus is necessary to overcome this 

inhibition and activate hippocampal circuits.  

We observed that the waveform of hippocampal activity following septal 

inactivation was similar during both activated and deactivated states (Figure 4.4A, 

circled events and Figure 4.4C), as well as in the entorhinal cortex during 

spontaneous iota (Figure 4.10A, circled events). This waveform consisted of a short 

negative-going wave followed by a longer positive-going wave.  A similar waveform 

was previously described in the hippocampus following the combination of carbachol 

and bicuculline infusions with intravenous atropine administration (cf. Figure 6, 

bottom right panel from Smythe et al., 1992). There is also a similarity to slow 



154 

 

periodic events that were described in the entorhinal cortex of the isolated whole 

brain (cf. Figures 5A and 6B; Dickson et al., 2003). In the latter example, carbachol 

perfusion increased the frequency of the slow periodic events and decreased their 

amplitude until they disappeared and were replaced by gamma activity. 

Interestingly, the slow periodic events were reinstated by atropine. This parallels our 

findings in that the removal of cholinergic inputs from the medial septum unmasked 

‘slow periodic events’ that we have called iota. Furthermore, in Dickson et al. 

(2003), these events were initially arrhythmic, resembling the activity we observed 

during the deactivated state, and their rhythmicity increased as their frequency 

increased, resembling the activity we observed during the activated state. It is 

therefore possible that iota represents a default activity pattern in entorhinal-

hippocampal circuits that is present across all brain states but that is modulated to 

some degree by neuromodulatory inputs from the medial septum and other 

subcortical afferents. 

In summary, we have described a novel hippocampal and entorhinal cortical 

activity pattern with a frequency of 0.1-0.5 Hz that we have termed iota. This 

rhythm appears to be present across both activated (theta) and deactivated (SO) 

brain states, and is coherent between superficial layers of the EC and SLM of CA1 in 

the hippocampus. Inactivation of the medial septum with lidocaine revealed large 

amplitude slow periodic events at iota frequency during the activated state, and 

similar, aperiodic events during the deactivated state. Notably, medial septal 

muscimol infusions mimicked lidocaine effects during activated but not deactivated 

states. This implicates fibers of passage through the medial septum in mediating the 

coordination of hippocampal and neocortical circuits during the SO. Taken together, 

our findings suggest that iota may represent a default activity pattern in the 
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entorhinal-hippocampal circuit that influences the processing of information across 

both SO and theta states.  
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5 Discussion 
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Discussion 

In this work I have focussed on patterns of oscillatory activity in the 

hippocampus during sleep-like states. Oscillatory synchronization in neuronal 

networks in general likely allows for the coordination of input and output pathways 

with high temporal precision, and this is a potential mechanism for the linking of 

distributed cell assemblies that may be important for such fundamental processes as 

perception, attention and memory (Gray et al., 1989; Mainen and Sejnowski, 1995; 

Stopfer et al., 1997; Engel et al., 1999; Buzsaki, 2006; Fries, 2015). During nonREM 

sleep, the ~1 Hz neocortical slow oscillation arises from coordinated alternations 

between activity and silence in neocortical neurons (Steriade et al., 1993a; Steriade 

et al., 1993d; Steriade et al., 1993b). Activity during this sleep state has been linked 

directly and indirectly to the consolidation of hippocampal-dependent memories 

(Meier-Koll et al., 1999; Eschenko et al., 2006; Molle et al., 2009; Born, 2010; 

Inostroza et al., 2013). Therefore, the motivating question for this thesis was how 

neocortical and hippocampal networks are coordinated during the SO.  

Previous work in our lab and others’ has shown that hippocampal networks are 

indeed coordinated with the neocortical SO, but that the hippocampal SO has 

properties that are unique from its neocortical counterpart (Sirota et al., 2003; 

Sirota and Buzsaki, 2005; Isomura et al., 2006; Wolansky et al., 2006). The 

coordination between the two structures appears to involve synaptic inputs arriving 

from the entorhinal cortex and potentially other regions, such as the nucleus 

reuniens of the thalamus. In the CA1 subfield, the precise timing of the entorhinal 

and reuniens inputs to the distal dendrites (SLM) relative to the inputs arriving from 

CA3 at stratum radiatum (SRad) is likely critical for information processing in this 

circuit. Indeed, during hippocampal theta activity, synaptic inputs to SLM and SRad 
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have been shown to arrive at different phases of the theta oscillation (Colgin et al., 

2009; Lasztoczi and Klausberger, 2014; Schomburg et al., 2014).  

A potential mechanism for the strengthening of memories during sleep involves 

the reactivation of sequences of neuronal firing from awake behaviour during a 

specific hippocampal activity pattern occurring during nonREM sleep called the sharp 

wave-ripple (SPW-R; Skaggs and McNaughton, 1996; Lee and Wilson, 2002; O'Neill 

et al., 2006; O'Neill et al., 2008). SPW-Rs are comprised of a large depolarizing 

sharp wave in the Schaffer collateral projection from CA3 to SRad of CA1. This sharp 

wave triggers a ripple oscillation in the pyramidal cell layer, which is poised to shape 

the output of the hippocampal circuit (Buzsaki et al., 1983; Ylinen et al., 1995b; 

Csicsvari et al., 2000). It is during these ripple oscillations that the reactivation of 

pyramidal cell firing sequences has been observed. Online disruption of ripple 

oscillations during sleep has been shown to disrupt memory (Girardeau et al., 2009; 

Ego-Stengel and Wilson, 2010). Furthermore, the occurrence of SPW-Rs has been 

correlated with thalamocortical spindle oscillations in the neocortex, which have also 

been implicated in sleep-dependent memory processes (Siapas and Wilson, 1998; 

Sirota et al., 2003; Eschenko et al., 2006; Molle et al., 2009; Clemens et al., 2011).  

Based on the above findings, the goal of my thesis was to understand the 

coordination of input and output pathways of the hippocampus with the neocortical 

SO. In addition, I wanted to compare the coordination of hippocampal networks 

during the SO to that seen during hippocampal theta oscillations, which occur during 

REM sleep and awake exploratory behaviour, in order to validate our methods and to 

directly compare the two states. To approach these questions, I used the urethane 

model for sleep. Animals anaesthetized with urethane display rhythmic alternations 

between an activated REM-like state characterized by hippocampal theta oscillations, 

and a deactivated nonREM-like state characterized by the neocortical and 
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hippocampal SO (Wolansky et al., 2006; Clement et al., 2008), and this model 

therefore allows for the examination of both SO and theta oscillations in a highly 

controlled environment. 

5.1 Separation of hippocampal input pathways using ICA 

In Chapter 2, I described the methodological approach I used to examine 

hippocampal network activity patterns. Using independent component analysis (ICA) 

to decompose the local field potential recorded from a 16-channel linear probe in the 

dorsal hippocampus of urethane-anaesthetized rats into its underlying sources, I was 

able to consistently separate activity likely representing both local synaptic inputs 

and the volume-conducted signal from the overlying cortex. Based on the spatial 

profile of the separated components, as well as the stimulation of known afferent 

pathways, I putatively identified the components as representing activity in the 

medial perforant pathway (MPPic), the lateral perforant pathway (LPPic), the SLM-

targeting entorhinal and nucleus reuniens inputs (SLMic), and the Schaffer collateral 

pathway (SchCic), as well as the volume conducted signal (VCic). This approach has 

been described by other groups (Makarov et al., 2010; Schomburg et al., 2014), 

however my goal here was to demonstrate the reliability of ICA for analysis of 

hippocampal data across different algorithms, epochs and animals, and to discuss 

some practical considerations for ICA implementation including the improvements 

seen following pre-filtering to remove low frequencies from the signal. I then 

described how this approach can be used to remove the volume conducted artefact 

from the LFP, as well as to identify oscillatory activity patterns in separate pathways 

using a modification of the Better Oscillation detection (BOSC) method (Caplan et 

al., 2001; Whitten et al., 2011; Hughes et al., 2012). These methods formed the 

basis for the remainder of my thesis. 
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5.2 Phase relationship of gamma frequency inputs to the neocortical SO 

In Chapter 3, I employed the above methods to dissect the activity patterns in 

the hippocampal circuit and their coordination with the neocortical SO. We also 

assessed activity patterns during theta as a further validation of the ICA method, 

since the theta oscillation has been studied extensively in hippocampal networks, 

allowing us to compare our results using ICA to the previous literature (Colgin et al., 

2009; Lasztoczi and Klausberger, 2014; Schomburg et al., 2014). We found first 

that gamma-frequency activity in the SLMic and the SchCic occurred at distinct 

phases relative to the neocortical slow oscillation. In particular, the SLMic gamma 

activity followed the peak of the neocortical ON-state, while the SchCic gamma 

activity preceded the peak of the neocortical ON-state. In the context of memory 

processing during SO states, this finding could relate to the idea that the membrane 

hyperpolarization during the periods of inactivity that define the OFF-states in 

neocortical neurons are critical for the potentiation of evoked potentials by SO-like 

firing patterns (Chauvette et al., 2012). If the OFF-state is critical for isolated 

neocortical effects on plasticity, perhaps it also provides a window for processing in 

the CA3 hippocampal subfield, where many cells are out of phase with the 

neocortical SO (Hahn et al., 2007). The Schaffer collateral output to CA1 following 

the OFF-state and preceding the next ON-state could then represent the output from 

this intrahippocampal processing. 

5.3 Slow dynamics of hippocampal activity during both SO and theta 

In Chapter 3 I also described that the major synaptic inputs arriving at SLM 

periodically skip cycles with respect to the neocortical SO. This pattern of cycle-

skipping, though not entirely rhythmic, results in a slowing of the hippocampal LFP 

with respect to the neocortical SO. This could explain why hippocampal activity 
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during deactivated states sometimes appears non-rhythmic, and was therefore 

called large-amplitude irregular activity (LIA; Whishaw and Vanderwolf, 1973), while 

at other times it follows the neocortical SO faithfully, producing the hippocampal SO 

(Wolansky et al., 2006). The phase relationship of synaptic inputs at SLM with the 

neocortical SO remains consistent, however the frequency of skipped cycles 

influences the rhythmicity of activity recorded in the hippocampus. With respect to 

memory processes in the hippocampus, it is possible that the entorhinal and 

parahippocampal cortices serve a gating function between the neocortex and the 

hippocampus, as has been suggested based on findings in the isolated whole brain 

(de Curtis and Pare, 2004), allowing only the strongest inputs to continue on to the 

hippocampal circuit.  

Cycle skipping is also relevant for our finding in Chapter 4 that lidocaine 

infusions in the medial septum produced a very slow, periodic but arrhythmic activity 

pattern in the hippocampus during the deactivated state that remained phase-

modulated by the neocortical SO. The finding that this effect was seen for lidocaine 

but not muscimol infusions suggested that it was mediated by fibers of passage 

through the medial septum, and not local cell bodies. The origin of these fibers 

cannot be unequivocally identified based on our data. Since the maximal effect was 

seen in the SLMic, we speculated that we could be disrupting the thalamic input from 

the nucleus reuniens, which projects to SLM and has been suggested to provide a 

link between the medial prefrontal cortex and the hippocampus (Vertes et al., 2007; 

Varela et al., 2014). Thus, hippocampal coordination with the neocortex during the 

SO might require the combination of a direct input through the EC and an indirect 

input through the thalamus. However, since we cannot confirm that nucleus reuniens 

fibers were inactivated, this remains speculative until further studies are performed. 

Another possibility is that brainstem serotonergic fibers from the median raphé 
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nucleus, which are known to travel through the medial septum, might be critical for 

the coordination of hippocampal and neocortical circuits during the SO (Vertes et al., 

1999; McKenna and Vertes, 2001). Indeed, inhibition of the median raphé nucleus 

produces theta oscillations in the hippocampus (Kinney et al., 1994; Vertes et al., 

1994; Kinney et al., 1995). Since we were also inhibiting theta oscillations by 

inactivating the medial septum, the slow periodic activity pattern that we observed 

might represent a default activity pattern of entorhinal-hippocampal circuits.  

It is interesting to note that the slow 0.1-0.5 Hz peak frequency of the SLMic 

that results from cycle skipping overlaps with the frequency of the iota rhythm 

described in Chapter 4. In spontaneous data, this rhythm was seen most 

prominently during transition states, however the power, coherence and phase 

profiles of the iota frequency activity were identical during both activated and 

deactivated states, suggesting that this slow modulation of spontaneous activity 

represents the same phenomenon across both states. During activated states, when 

the theta oscillation was disrupted following lidocaine or muscimol infusions in the 

medial septum, the iota rhythm was enhanced but maintained the same frequency 

and spatial profile as before inactivation. This profile included a reversal of phase 

100 µm below the depth of the theta phase reversal. Interestingly, this spatial 

profile is identical to the spatial profile of SO-frequency activity in the hippocampus 

after removal of the volume-conducted component, as described in Chapter 2, 

suggesting that both SO- and iota- frequency hippocampal activity patterns are 

mediated by the same circuits.  

Iota frequency activity was seen prominently during transition states in the EC, 

and was highly coherent with iota recorded in the HPC, especially at superficial 

layers. This corresponded well with the coherence profile of theta activity in the EC, 

although as in the hippocampus, the dip in coherence was 100 µm below the 
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coherence dip/theta reversal. Multi-unit activity in the EC showed the strongest iota-

modulation at layer III, representing the origin of the direct input to SLM, and iota 

activity in the EC tended to precede iota in the HPC. Therefore a picture emerged 

that iota activity results from direct interactions between entorhinal and hippocampal 

circuits. 

Ultra-slow modulation of the interactions between hippocampal and neocortical 

networks were described previously (Sirota et al., 2003). Specifically, it was found 

that there was a 0.03-0.3 Hz modulation of both ripple oscillations in the 

hippocampus and spindle and delta (1-4 Hz) activity in the neocortex in naturally 

sleeping rats. Whether this was a manifestation of the iota-frequency modulation of 

hippocampal circuits that we have described is unclear. We found iota modulation of 

the synaptic inputs at SLM, whereas Sirota et al. (2003) were describing ultra-slow 

modulation of ripple occurrence in the pyramidal cell layers, corresponding to the 

output of the circuit. However, it is possible that the iota rhythm modulates the 

output of CA1 as well, which could link these two findings. 

5.4 Relationship of SPW-Rs to the neocortical SO 

Ripple oscillations occurring as a part of SPW-Rs modulate the firing of CA1 

pyramidal cells and therefore represent the output of hippocampal circuits back to 

the neocortex. In the context of memory processes, this is therefore a critical step in 

the bidirectional flow of information between neocortical and hippocampal networks. 

In the work described in chapter 3, we found that the SO phase at which ripple 

oscillations occurred in the pyramidal cell layer of CA1 was modulated by the power 

of the SO in the neocortex. Specifically, ripples preceding the peak of the neocortical 

ON-state were associated with lower neocortical SO power, while ripples that 

followed the peak of the neocortical ON-state were associated with higher neocortical 
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SO power. Using different analysis methods, others have also found that 

hippocampal ripples could either lead or follow neocortical delta waves (Peyrache et 

al., 2011). This difference in phase (preceding or following the ON-state peak) is 

likely critical in determining how ripple-associated outputs will influence downstream 

neocortical networks. For example, neocortical spindle oscillations occur at the 

beginning of the ON-state, and Peyrache et al. (2011) found that SPW-Rs had a 

greater influence on gamma activity in the medial prefrontal cortex when they did 

not co-occur with spindle oscillations. They also postulated that neocortical cells 

might be more responsive to inputs arriving at the end of the ON-phase, due to an 

increase in input resistance. Thus, ripples occurring at the end of the ON-phase, 

which we found to be associated with higher power of the neocortical SO, might play 

a different role in hippocampal-neocortical communication than ripples occurring at 

the beginning of the ON-phase. 

We also found in Chapter 4 that SPW-Rs sometimes occurred in clusters, and 

that these clusters occurred at spindle frequency, leading to a strong relationship 

between spindle phase and SPW-R occurrence in the pyramidal cell layer. 

Furthermore, these pyramidal layer ‘spindles’ were more likely than chance to co-

occur with spindles in the hippocampal input layers. While we failed to find a 

relationship between spindles in the neocortex and SPW-Rs in the hippocampus as 

others have shown (Siapas and Wilson, 1998; Sirota et al., 2003), this could be due 

to the position of our electrode in the frontal cortex and the more local nature of 

spindle oscillations (Nir et al., 2011). Nevertheless, our finding of spindle oscillations 

in the input layers of the hippocampus under urethane anaesthesia mirrors recent 

findings in natural sleep (Sullivan et al., 2014), and likely represents yet another 

component of the interaction between neocortical and hippocampal circuits during 

slow oscillations.  
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5.5 Future directions 

Although some questions have been answered here with respect to the 

coordination of hippocampal activity with the neocortical SO, some questions 

remain, and some of the findings described here have generated new questions that 

will be answered by future research. One important question that remains involves 

the role of the nucleus reuniens in mediating the coordination of the hippocampal 

SO. While anatomical studies clearly show a direct excitatory projection from the 

nucleus reuniens to SLM (Wouterlood et al., 1990; Bokor et al., 2002), and three 

groups have found evidence for evoked potentials at SLM following nucleus reuniens 

stimulation (Dolleman-Van der Weel et al., 1997; Bertram and Zhang, 1999; Viana 

Di Prisco et al., 2002), a direct link has not been shown between nucleus reuniens 

activity and the spontaneous hippocampal activity during deactivated states. Zhang 

et al. (2012) did show that single units in both structures are phase-modulated by 

slow wave activity following systemic ketamine administration and that the 

associated LFPs are highly coherent at slow frequencies. However, their results 

cannot differentiate between a direct influence of the nucleus reuniens on 

hippocampal activity versus the alternate possibility that both structures are being 

driven by neocortical inputs. Optogenetic techniques might provide an ideal method 

to directly answer this question. Although Duan et al. (2015) showed that 

optogenetic stimulation of SLM-targeting nucleus reuniens fibres at slow frequencies 

during awake behaviour disrupted online hippocampal function, they did not directly 

show the effect of this stimulation on hippocampal activity patterns. In future 

studies, the specific nucleus reuniens cells targeting SLM could be selectively 

suppressed or activated optogenetically during deactivated states, allowing the 

precise role of the nucleus reuniens in generating the hippocampal SO to be 

elucidated. 
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A second question that was not addressed here is the effect of septal 

inactivation with lidocaine on entorhinal cortex activity. While we found that iota 

activity can occur in the entorhinal cortex, that it is coordinated with iota in the 

hippocampus, and that it modulates the amplitude of spontaneous theta oscillations 

in the entorhinal cortex, we could not address whether iota is enhanced in the 

entorhinal cortex following septal inactivation as it is in the hippocampus. Given the 

strong coherence of iota activity between the hippocampus and the EC that we 

found, I would speculate that a strong iota activity pattern would also be seen in the 

EC circuits. 

Another interesting finding that I described is the relationship between the 

phase of SPW-Rs and the power of the neocortical SO. An important future direction 

would be to replicate this finding in natural sleep, and then to determine if SPW-Rs 

occurring at different phases are differentially involved in sleep-dependent memory 

consolidation. The disruption of SPW-Rs using online detection and electrical 

stimulation has been shown to impair memory processes (Girardeau et al., 2009; 

Ego-Stengel and Wilson, 2010). One approach could be to selectively disrupt only 

SPW-Rs preceding the ON-state or only those following the ON-state during sleep 

following learning of a hippocampal-dependent task, and to determine if there are 

differential effects on memory.  

5.6 Concluding statement 

In the work described in this thesis I have used ICA to isolate activity patterns 

in the main hippocampal afferent pathways and to evaluate their relationship to the 

neocortical SO in order to understand how coordination between these networks 

might underlie critical memory processes occurring during nonREM sleep. While 

many aspects of this circuit have become clear, many important questions remain. 
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In the 140 years since Richard Caton suggested that ‘the electric currents of the 

grey matter appear to have a relation to its function’ (Caton, 1875), we have made 

significant progress in understanding what that relationship is. However, the brain 

still retains its mystery, and many important facets of its electric currents still 

remain to be discovered. 
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