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Abstract

In this thesis, we present some approximation algorithms for the following clustering problems: Minimum Sum of Radii (MSR), Minimum Sum of Diameters (MSD), and Unsplittable Capacitated Facility Location (UCFL).

Given a metric \((V, d)\) and an integer \(k\), we consider the problem of partitioning the points of \(V\) into \(k\) clusters so as to minimize the sum of radii (MSR) or the sum of diameters (MSD) of these clusters. We call a cluster containing a single point, a singleton cluster. For the MSR problem when singleton clusters are not allowed, we give an exact algorithm for metrics induced by unweighted graphs. For the MSD problem on the plane with Euclidean distances, we present a polynomial time approximation scheme. In addition, we settle the open problem of complexity of the MSD problem with constant \(k\) by giving a polynomial time exact algorithm in this case.

In the (uniform) UCFL problem, we are given a set of clients and a set of facilities where client \(j\) has demand \(d_j\), each facility \(i\) has capacity \(u\) and opening cost \(f_i\), and a metric cost \(c_{ij}\) which denotes the cost of serving one unit of demand of client \(j\) at facility \(i\). The goal is to open a subset of facilities and assign each client to exactly one open facility so that the total amount of demand assigned to each open facility is no more than \(u\), while minimizing the total cost of opening facilities and serving clients. As it is \(\text{NP}\)-hard to give a solution without violating the capacities, we consider bicriteria \((\alpha, \beta)\)-approximation algorithms, where these algorithms return a solution whose cost is within factor \(\alpha\) of the optimum and violates the capacity constraints within factor \(\beta\). We present the first constant approximations with violation factor less than 2. In addition, we present a quasi-polynomial time \((1 + \epsilon, 1 + \epsilon)\)-approximation for the (uniform) UCFLP in Euclidean metrics, for any constant \(\epsilon > 0\).
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Chapter 1

Introduction

Clustering, one of the fundamental techniques in information technology, has been used in a wide variety of application areas [ELLS11]. The main goal of this technique is to partition a set of objects into homogeneous subsets, called clusters. In other words, the objects in the same cluster are similar in some sense. For example, a web search engine partitions the web documents into clusters of relevant documents. Then, instead of matching a search query with all the documents on the web, it finds the relevant cluster and matches the query only with the documents in that cluster and as a result, it saves a huge amount of time [MRS08].

In any clustering method, we define a distance measure between each pair of objects to indicate how similar those objects are. Then, we use this distance measure to guide our clustering algorithm to form meaningful clusters. In most clustering algorithms, we try to find a clustering that optimizes an objective function based on the distance measure. This objective function is chosen in a way that its value for a clustering shows how desirable this clustering is and optimizing it yields a meaningful clustering for the application of our interest. Unfortunately, most of these optimization problems (clustering problems) are NP-hard, which means it is unlikely to find an algorithm that finds an optimal solution in polynomial time. Therefore, our goal in these optimization problems is to find a solution with objective value as close as possible to the optimum value. This goal can be captured by the notion of approximation algorithms (see the next section for a formal definition). In this thesis, we present some approximation algorithms for some clustering problems.

1.1 Preliminaries

In this section, we discuss some preliminaries required for the presentation and understanding of the rest of this thesis.

1.1.1 Our Modelling

To model and discuss our problems, we extensively use graphs and graph-theoretic concepts. The reader may refer to [Wes00] for an introduction to this subject. We only want to emphasize two
graph-theoretic concepts: the radius and the diameter of a graph. These concepts are defined on a weighted graph. Assume $w : E \to \mathbb{R}_{\geq 0}$ is a weight function defined on the edges of a graph $G$, where $\mathbb{R}_{\geq 0}$ is the set of non-negative real numbers. For two vertices $u$ and $v$, the shortest path distance from $u$ to $v$ with respect to $w$ is denoted by $d(u, v)$. The eccentricity of a vertex $u$ is the maximum distance of $u$ from any other vertex in $G$, i.e., $\max_{v \in V(G)} d(u, v)$. The vertices with the minimum eccentricity are called the centers of $G$ and their eccentricity value is the radius of the graph, denoted by $\text{rad}(G)$, i.e., $\text{rad}(G) = \min_{u \in V(G)} \max_{v \in V(G)} d(u, v)$. The diameter of a graph $G$, denoted by $\text{diam}(G)$, is the largest distance between any pair of vertices in $G$, i.e., $\text{diam}(G) = \max_{u, v \in V(G)} d(u, v)$.

In the clustering problems that we consider, we model the space of objects and their relations with a weighted graph. We represent the objects with the vertices and show the direct connection between two objects with an edge. Here, the weight of an edge shows the distance between the objects corresponding to its endpoints. This distance is a measure of similarity between these objects and as one expects, a smaller distance shows more similarity. Most of the time, the edge weights (distances) satisfy the triangle inequality and indeed, form a metric on the vertices (see next section for the definition). It should be noted that we can view the distance between two objects as the cost of putting them in the same cluster. Thus, we may use the terms distance and cost interchangeably in the following discussions.

1.1.2 Metrics

A metric $(V, d)$ is an ordered pair where $d : V \times V \to \mathbb{R}_{\geq 0}$. For all $u, v, w$ in $V$, the distance function $d$ must satisfy the following properties:

1. $d(u, v) = 0$ if and only if $u = v$,
2. $d(u, v) = d(v, u)$,
3. $d(u, v) \leq d(u, w) + d(w, v)$

In our discussions, we relax the first property and may have two different $u$ and $v$ with $d(u, v) = 0$, but we always have the property that $d(u, u) = 0$. The second property is called the symmetry property. In addition, the third property is called the triangle inequality, which has very important algorithmic implications.

A well-known example of metrics is the Euclidean metric where the elements of $V$ are from a Euclidean space and the distance function is simply the Euclidean distance function. A less famous example is the doubling-dimension metric, which in a sense generalizes the Euclidean metric. Let $u$ be a point in $V$. The set of points from $V$ having distance at most $r$ from $u$ is called the ball of radius $r$ centered at $u$ and is denoted by $B(u, r)$. In other words, $B(u, r) = \{v : v \in V, d(u, v) \leq r\}$. The doubling dimension of a finite metric space $V$ is the smallest $k > 0$ such that every ball in the metric can be covered by $2^k$ balls of half the radius. This definition is based on volume growth, and simple
volume estimates imply that a $d$-dimensional Euclidean metric has doubling dimension $\Omega(d)$. Also, it can be shown that its doubling dimension is in $O(d)$ [Ass83].

Notice that to represent a metric, we need to have $|V|(|V| - 1)/2$ entries. Sometimes, we can represent a metric in a more compact way by a non-complete edge-weighted graph $G$. Here, the members of $V$ are the vertices of the graph. In this metric, the distance between any pair of vertices is the shortest path distance of these vertices in $G$. This is called the metric induced by graph $G$. This way we can have fewer entries to represent the metric. In particular, the tree metrics are the metrics induced by a tree, which can be represented by $|V| - 1$ entries.

**Quasi-metrics**

Sometimes, we even relax the symmetry property. The distance functions that satisfy the properties of a metric except the symmetry property are called quasi-metrics. In theoretical computer science community, these metrics are also called asymmetric metrics and when we discuss a problem defined on these metrics, we call it the asymmetric version.

### 1.1.3 Approximation Algorithms

An optimization problem $\Pi$ is either a minimization or maximization problem. Each valid instance $I$ of $\Pi$ comes with a set of feasible solutions. A feasible solution is a solution that satisfies all the problem constraints. There is an objective function, which assigns a real valued number called the objective value to each feasible solution. A feasible solution having the optimal objective value (i.e., the minimum or maximum value) is called an optimal solution. The goal of an optimization problem is to find an optimal solution.

Generally, we like to design polynomial time algorithms for optimization problems, but many optimization problems are NP-hard. In less technical words, it is very unlikely to find an exact algorithm for these problems that runs in polynomial time. Thus, we try to approximately solve these problems. An $\alpha$-approximation algorithm is a polynomial time algorithm, which for all valid instances of the optimization problem produces a solution whose value is within factor $\alpha$ of the optimum value. In the literature, $\alpha$ is called the approximation ratio, approximation factor, or performance guarantee.

For example, consider the minimum vertex cover problem. Given a graph $G = (V, E)$, we want to choose a minimum size subset of vertices $S$ such that each edge has an endpoint in $S$. This problem is a well-known NP-hard problem [GJ79]. Here is a simple 2-approximation algorithm:

1. find a maximal matching $M$ in the graph and return the endpoints of the edges in the matching.

First, notice that the endpoints of $M$ cover all the edges in the graph, because if there is an uncovered edge, we can add this edge to $M$, which is a contradiction to the maximality of $M$. Therefore, the algorithm indeed returns a vertex cover. Second, we prove that the size of this vertex cover, $2|M|$, is an approximation of the optimal vertex cover size.
is at most twice the size of a minimum vertex cover. To do this, we simply point out that the size of a minimum vertex cover is at least $|M|$, because we need at least $|M|$ vertices to cover the edges of the matching (i.e., each vertex can cover at most one edge of $M$).

As one can expect, we want to find an approximation algorithm with ratio as close to 1 as possible. The best ratio that we can hope for is $1 + \epsilon$ where $\epsilon > 0$ is an arbitrary parameter that controls the trade-off between the running time and accuracy. We can increase accuracy by choosing smaller $\epsilon$, but the running time increases with this choice. In particular, a polynomial time approximation scheme (PTAS) is a $(1 + \epsilon)$-approximation algorithm that runs in time polynomial in the size of input (but it can be exponential in $1/\epsilon$). For example, the running time can be in $O(n^{1/\epsilon})$, where $n$ is the size of input. Notice that for a fixed $\epsilon$, this running time is polynomial time.

One can define different complexity classes with respect to the approximability of the NP-hard optimization problems. In particular, the class of problems that have a polynomial time constant factor approximation algorithm is called APX. A PTAS reduction from an optimization problem $\Pi$ to a problem $\Pi'$ has the property that given a PTAS for problem $\Pi'$, we can obtain a PTAS for problem $\Pi$. A problem is said to be APX-hard if there is a PTAS reduction from every problem in APX to that problem. Therefore, given a PTAS for an APX-hard problem, we can obtain a PTAS for every problem in APX. It is shown that unless $P=NP$, some problems in APX cannot have a PTAS. As a consequence, unless $P=NP$, an APX-hard problem cannot have a PTAS.

**Generalizations**

Sometimes, we may allow an approximation algorithm to violate some problem constraints (e.g., the number of clusters). A bicriteria $(\alpha, \beta)$-approximation algorithm is a polynomial time algorithm that guarantees its solution value is within factor $\alpha$ of the optimum value and it violates a group of constraints within factor $\beta$. Here, we are comparing our solution value with the optimum value of a solution that does not violate the constraints.

An algorithm has a quasi-polynomial running time if there is a constant $c$ such that the algorithm runs in time $O(n^{\log^c n})$. It is widely believed that it is not possible to solve an NP-hard problem in quasi-polynomial time. The definition of approximation algorithms may be extended to include algorithms whose running time is quasi-polynomial. In these cases, we explicitly state that the running time is quasi-polynomial time. Similar to the definition of a PTAS, we can define a quasi PTAS: a quasi-polynomial time approximation scheme (QPTAS) is a $(1 + \epsilon)$-approximation algorithm that runs in time quasi-polynomial in the size of input.

**Techniques based on Linear Programming**

One of the main steps in the analysis of an approximation algorithm is to find a suitable lower bound or upper bound for the optimum value. Consider a minimization problem and suppose that we want to prove an algorithm returns a solution within factor $\alpha$ of the optimum. One natural way to do
this is to find a suitable lower bound for the optimum and prove that the algorithm always returns a solution within factor $\alpha$ of this lower bound.

Linear programming (LP)\(^2\) provides us with a powerful tool to find a lower bound of the optimum. The reason is that we can model most combinatorial optimization problems with an integer program. We relax the integer requirement on the variables of an integer program to get its linear programming relaxation. Since any feasible solution for the integer program is a feasible solution for the LP relaxation, the optimum value of this relaxation is a lower bound for the optimum value of the integer program. Therefore, to prove an approximation ratio of $\alpha$, it is sufficient to find a solution with objective value within factor $\alpha$ of the optimum value of the LP relaxation.

One way to utilize the above idea is to solve the LP and find an optimal fractional solution. Then, we round this fractional solution to an integer solution in a way that we do not lose much in the process and we can prove the value of this solution is within factor $\alpha$ of the optimal fractional value. This technique is called the LP rounding technique. Let us see this in an example for the minimum vertex cover problem. Recall that we have already shown a combinatorial 2-approximation algorithm for this problem.

A natural integer program for the minimum vertex cover problem is as follows:

\[
\begin{align*}
\text{minimize} \quad & \sum_{u \in V} x_u \\
\text{subject to} \quad & x_u + x_v \geq 1 \quad \forall \{u, v\} \in E \\
& x_u \in \{0, 1\} \quad \forall u \in V,
\end{align*}
\]

where $x_u = 1$ indicates that $u$ is in the vertex cover. To get the LP relaxation, we relax the variables to take fractional values between zero and one, i.e., $0 \leq x_u \leq 1$ for all $u \in V$. We can find an optimal solution $x^*$ to this LP by a polynomial time LP solver. One can show that this optimal solution is half integral, i.e., $x_u^*$ is 0, $\frac{1}{2}$, or 1. To round this solution to an integral one, we round up all variables with value $\frac{1}{2}$ to 1. First, notice that for any edge $\{u, v\}$, one of $x_u^*$ or $x_v^*$ is non-zero and hence, in the integral solution at least one of these variables is 1, which means we choose one of the endpoints of this edge. Therefore, this is a valid vertex cover. Second, it is clear that we only double the value of the variables with value $\frac{1}{2}$. Thus, the objective value of the integral solution (i.e., the number of vertices in the vertex cover) is at most twice the optimal fractional value, which is a lower bound for the optimum value. As a result, this solution is within factor 2 of the optimum value and our algorithm is a 2-approximation algorithm for the minimum vertex cover problem.

Finally, we introduce the notion of the integrality gap for an LP relaxation. Consider an LP relaxation of a minimization problem. Let $I$ be the set of instances for the problem, OPT($I$) be the optimal value for an instance $I \in I$, and OPT$_f$(I) be the optimal fractional value (LP value) for

\(^2\)We also refer to Linear Programs by the acronym LP.
this instance. Then, the integrality gap of the LP is defined as

$$\sup_{I \in \mathcal{I}} \frac{\text{OPT}(I)}{\text{OPT}_f(I)}.$$ 

The integrality gap of an LP shows the best achievable approximation ratio using the optimum value of this LP as our lower bound. For example, the integrality gap of the above LP for the minimum vertex cover problem is at least $2 - \frac{2}{n}$ for graphs with $n$ vertices. Consider a complete graph with $n$ vertices as our instance $I'$. For this graph, we have $\text{OPT}(I') = n - 1$, because if we leave two vertices out of a cover, it does not cover the edge between those two vertices. Now, we have $\text{OPT}_f(I') \leq n/2$, because the solution that sets $x_u = 1/2$ for all $u \in V$ is a feasible solution with value $n/2$. Therefore, we have $\sup_{I \in \mathcal{I}} \frac{\text{OPT}(I)}{\text{OPT}_f(I)} \geq \frac{\text{OPT}(I')}{\text{OPT}_f(I')} \geq 2 - \frac{2}{n}$. This means that the simple factor 2 rounding algorithm is very close to the best ratio possible using this LP as our lower bound.

**Local Search Technique**

The *local search technique* is one of the fundamental techniques in optimization. In this technique, we move from one solution to another solution in the space of feasible solutions by means of some local operations. These operations just modify a local part of a solution to change it to a new solution. As a result, the new solution is similar to the previous one. If one defines a suitable distance function on the space of feasible solutions, these two solutions will be close and in the neighbourhood of each other.

More formally, assume that our current solution is $S$. We have $k$ local operations $f_1, \ldots, f_k$ where the result of applying the $i$th operation on $S$ is $f_i(S)$. Assume our problem is a minimization problem. In a local search algorithm, we apply each of these $k$ operations on $S$. If the value of $f_i(S)$ for some $i^*$ is less than value of $S$, we update the current solution to be $f_{i^*}(S)$ and do the same in the next iteration. Here, a *local optimal solution* is the solution that we cannot improve with any of the operations and a *global optimal solution* is an optimal solution for the problem. To prove an approximation ratio $\alpha$ for a local search algorithm, we need to prove that the ratio of the value of any local optimal solution is within factor $\alpha$ of the global optimum value. The maximum ratio between the value of a local optimal solution and the value of a global optimum is called *locality gap* value and clearly, we cannot have a better approximation ratio than the locality gap value using these local search operations. While the description of a local search algorithm is typically simple, the analysis is more involved. We conclude this section with a simple example of a local search algorithm and its analysis.

Consider the unweighted maximum cut problem. In this problem, given an unweighted graph $G = (V, E)$, we want to partition $V$ into two sets $V_1$ and $V_2$ such that we maximize the number of edges between the two partitions. Our local search algorithm starts with an arbitrary partition $V_1$ and $V_2$. Then, it performs one of the following two local operations as long as it improves the size of cut $(V_1, V_2)$:
• Move some vertex \( v \in V_1 \) to \( V_2 \), or

• Move some vertex \( v \in V_2 \) to \( V_1 \).

The local search algorithm having these operations finishes in polynomial time. The reason is that in each iteration, we increase the number of edges between two partition by at least one. Since there are \( O(n^2) \) edges where \( n = |V| \), we have \( O(n^2) \) iterations. Each iteration takes \( O(n) \) time for each vertex and \( O(n^2) \) in total. Therefore, the total running time is in \( O(n^4) \). Now, we analyze the approximation ratio of this simple algorithm. Let \( d(v) \) be the number of edges incident to a vertex \( v \) in the graph, i.e., be the degree of \( v \). We claim that in a local optimal solution, each vertex has at least \( d(v)/2 \) incident edges between \( V_1 \) and \( V_2 \), because otherwise we can move it from one partition to the other and increase the objective value. This is a contradiction with the local optimality of the solution. Therefore, the number of edges between the partitions is at least \( |E(G)|/2 \). Since the optimum value is at most \( |E(G)| \), the value of our solution is within factor 2 of the optimum.

### 1.2 Clustering Problems

To have meaningful clustering, the objective function must restrict the number of clusters; otherwise, the clustering that puts every single object in a cluster (i.e., the number of clusters is equal to the number of objects) gives the optimum solution for any reasonable objective function. There are two main groups of clustering problems based on how the objective function restricts the number of clusters: \( k \)-clustering problems and facility location problems.

#### 1.2.1 \( k \)-clustering problems

In \( k \)-clustering problems, given an integer \( k \) in input, we want to cluster some objects into at most \( k \) clusters and optimize an objective function, which shows the desirability of a clustering. Here we directly restrict the number of clusters to a given number. We present some well-known \( k \)-clustering problems in the following.

- **\( k \)-median**: In this problem, we are given a complete bipartite graph \( G = (V, E) \) with bipartition \( (F, C) \) and a metric cost function \( c : E \to \mathbb{Q}_{\geq 0} \). Here, \( F \) and \( C \) can be considered as the sets of facilities and clients, respectively. We want to partition \( C \) into \( k \) sets (clusters) \( C_1, C_2, \ldots, C_k \) and assign a facility to each set (cluster) such that we minimize \( \sum_{i=1}^{k} \sum_{j \in C_i} c_{y_i j} \) where \( y_i \) is the facility assigned to cluster \( C_i \). In a series of works, the best approximation ratio for this problem improved to its current best factor of \( 3 + \frac{2}{p} \) for any fixed integer \( p \geq 1 \) with running time \( n^{O(p)} \) due to Arya et al. [AGK+01]. Jain et al. [JMS02] proved that the \( k \)-median problem cannot be approximated within a factor strictly less than \( 1 + 2/e \approx 1.735 \), unless \( \text{NP} \subseteq \text{DTIME}[n^{O(\log \log n)}] \), where \( \text{DTIME}(t(n)) \) is the collection of languages that are decidable by an \( O(t(n)) \) time deterministic Turing machine.

- **\( k \)-center and \( k \)-cluster**: In these problems, we are given a complete graph \( G = (V, E) \) with metric cost function \( c : E \to \mathbb{Q}_{\geq 0} \) and we want to partition \( V \) into \( k \) sets \( C_1, C_2, \ldots, C_k \). In the \( k \)-
center problem, we want to minimize $\max_{i=1}^{k} \text{rad}(C_i)$. The $k$-center problem has a 2-approximation algorithm and this is the best possible unless $P = NP$ [HS85]. In the $k$-cluster problem, we want to minimize $\max_{i=1}^{k} \text{diam}(C_i)$. For this problem, there is a 2-approximation algorithm as well and this is the best possible unless $P = NP$ [Gon85].

1.2.2 Facility Location Problems

Sometimes, fixing the maximum number of clusters is not appropriate, because we do not know how to set this parameter. Setting $k$ too low or too high may result in an ineffective clustering. Thus, we are interested in restricting the number of clusters without directly specifying an upper bound $k$. In the second group of clustering problems, there is a cost associated with each possible cluster and for each clustering, the objective value depends on the cost of clusters in it. To restrict the number of clusters, we define these costs in a way that the optimal solution cannot have many clusters unless it is unavoidable (i.e., most of the objects are different and it is not optimal to put them in the same cluster). The clustering problems of this type are called facility location problems.

In these problems, there are some clients that must be served by some facilities. In other words, we want to cluster clients and assign a facility to each cluster. To use each facility, we must pay an opening cost.

Now, we present some well-known facility location problems. In the following problems, we are given a complete bipartite graph $G = (V, E)$ with metric cost function $c: E \rightarrow \mathbb{Q}_{\geq 0}$ where $V = F \cup C$, and $F$ and $C$ are the bipartition of vertices. The sets $F$ and $C$ are sets of facilities and clients, respectively. Each client $j$ has a demand $d_j$ and each facility $i$ has an opening cost $f_i$. We denote the cost of serving one unit of demand of client $j$ at facility $i$ by $c_{ij}$. Let $x_{ij}$ be the amount of demand of client $j$ that will be served by facility $i$ in our solution. Note that we must have $\sum_{i \in F} x_{ij} = d_j$ and $x_{ij} > 0$ only if facility $i$ is open in our solution.

Uncapacitated Facility Location: In this problem, there is no limit on the capacity of a facility. We want to choose a subset $I$ of facilities to open and assign the demands of clients to these facilities in a way that minimizes $\sum_{i \in C} x_{ij} c_{ij} + \sum_{i \in I} f_i$. Shmoys, Tardos and Aardal [STA97] gave the first constant approximation for this problem with ratio 3.16. In a long series of works, the approximation ratio for this problem was improved to 1.488 [Li11]. Furthermore, a result of Guha and Khuller [GK98], combined with an observation of Sviridenko (personal communication cited in [CW99]), implies that no polynomial time algorithm for this problem can have an approximation factor better than 1.463 unless $P = NP$.

Capacitated Facility Location: In this problem, facility $i$ can serve at most $u_i$ units of demands. Again, we want to choose a subset $I$ of facilities to open and assign the demand of clients to these facilities in a way that minimizes $\sum_{i \in C} x_{ij} c_{ij} + \sum_{i \in I} f_i$. The current best approximation algorithm for this problem has factor 5 [BGG12] and the best hardness result is the same as the uncapacitated version.
Lower-bounded Facility Location: In this problem, if we open facility $i$, it must serve at least $l_i$ units of demands and the objective function is the same as the previous two problems. Svitkina gave the first constant approximation algorithm with ratio 4.48 for this problem [Svi10]. Later, an improved approximation algorithm with ratio 82.6 was given by [AS11]. The best hardness result is the same as the uncapacitated version.

1.3 Problems Considered

Now, we introduce the problems that we consider in this thesis. The first group of problems are from the $k$-clustering problems and the second group of problems are from the facility location problems.

1.3.1 The Minimum Sum of Radii and Diameters Problems

The $k$-center clustering is an important and traditional clustering method. Unfortunately, in some applications, using $k$-center objective function produces a dissection effect [HJ87]. This effect causes objects that should be placed in the same cluster to be assigned to different clusters. To avoid this effect, it is proposed to minimize the sum of cluster radii or diameters. This leads to the Minimum Sum of Radii (MSR) and the Minimum Sum of Diameters (MSD) problems, respectively. In each of these problems, one is given a set of points $V$ in a metric space $d$ and the goal is to partition $V$ into $k$ clusters so as to minimize the sum of radii of clusters (in MSR) or the sum of diameters of the clusters (in MSD). We can consider these points as the vertices of a graph with a metric cost function on the edges. More formally, we are given a graph $G = (V, E)$ with edge costs (or distances) $d : E \rightarrow \mathbb{Q}_{\geq 0}$. The goal is to partition $V$ into $k$ sets $V_1, V_2, \ldots, V_k$. In the MSR problem, we want to minimize $\sum_{i=1}^{k} \text{rad}(V_i)$. In the MSD problem, we want to minimize $\sum_{i=1}^{k} \text{diam}(V_i)$.

1.3.2 The Unsplittable Capacitated Facility Location Problem

We also consider the Unsplittable Capacitated Facility Location Problem (UCFLP) with uniform capacities. In this problem, we are given a set of clients $C$ and facilities $F$ where each client $j$ has demand $d_j$ and each facility $i$ has capacity $u$ and opening cost $f_i$. We have a metric cost function $c_{ij}$ which denotes the cost of serving one unit of demand of client $j$ at facility $i$. The goal is to open a subset of facilities $I \subseteq F$ and assign each client $j$ to exactly one open facility $\phi(j)$ to serve its entire demand $d_j$ so that the total amount of demand assigned to each open facility is no more than $u$, while minimizing the total cost of opening facilities and serving clients, i.e. minimizing $\sum_{i \in I} f_i + \sum_{j \in C} d_j c_{\phi(j)j}$. This problem generalizes some important combinatorial optimization problems.

Facility location problems have been studied extensively in operations research and management sciences and even a few books are devoted to these problems (e.g., see [DH04, LMW88]). They are also well studied in theoretical computer science and various approximation algorithms are designed for them. While these problems arise in a wide range of practical applications, the most common
context of their employment has been supply chain. In a supply chain that consists of suppliers, distribution centers, or warehouses and customers, these problems emerge in making location decisions [Ver11]. When we deal with indivisible goods, the unsplittable demand assumption is a necessity. In particular, the UCFLP has been studied in Operations Research literature from the eighties, where it is called the capacitated facility location problem with single sourcing or the capacitated concentrator location problem [DH04]. The latter name comes from the problem of assigning a set of terminals or workstations to some concentrator devices in telecommunications networks. Here, each terminal has a demand that must be served by exactly one concentrator and each concentrator has a capacity that shows the amount of traffic that it can manage.

1.4 Previous Works

In this section, we present the previous works on the problems that we consider. We discuss these works in more details in the following chapters.

1.4.1 The MSR and MSD Problems

Both the MSR and MSD problems are well studied in general and Euclidean metrics. When the cost function is a metric distance function, a simple observation is that for any graph (or cluster) $G$: $\text{rad}(G) \leq \text{diam}(G) \leq 2\text{rad}(G)$. Thus, an $\alpha$-approximation algorithm for MSD yields a $2\alpha$-approximation algorithm for MSR and vice versa. Doddi et al. [DMR+00a] considered the MSD problem and showed that unless $P=NP$, for any $\epsilon > 0$, there is no $(2 - \epsilon)$-approximation algorithm for the MSD problem even when the graph is weighed (i.e. the metric is the shortest-path metric of an unweighed graph). Note that this result does not imply NP-hardness of MSR. They also presented a bicriteria algorithm that returns a solution with $O(k)$ clusters whose cost is within $O(\log(n/k))$ factor of the optimum. Charikar and Panigrahy [CP04] significantly improved this result by giving a $(3.504 + \epsilon)$-approximation algorithm for MSR, and consequently a $(7.008 + \epsilon)$-approximation algorithm for MSD, that runs in time $n^{O(\frac{1}{\epsilon})}$. These are the current best ratios for the MSR and MSD problems on general metrics. Recently, in an interesting result, Gibson et al. [GKK+10] designed an exact algorithm for the MSR problem which runs in time $\eta^{O(\log n \log \Delta)}$ where $\Delta$ is the ratio of the largest distance over the smallest non-zero distance. They translate this result to a quasi-polynomial time approximation scheme for general metrics.

There are also several results for the special cases of these problems. When $k = 2$, the MSD problem is solvable in polynomial time by a reduction to the 2-SAT problem [HJ87]. When $k$ is fixed and the metric is Euclidean, Capoyleas et al. [CRW91] present an exact algorithm for MSD. When $k$ is fixed, for general metrics, there is a 2-approximation for MSD [DMR+00a]. This result can be obtained from a simple exact algorithm for MSR [DMR+00a], which uses the observation that the number of distinct clusters are polynomially bounded. For Euclidean MSR, there is an exact polynomial time algorithm [GKK+12]. This result also extends to $L_1$ and $L_\infty$ norms. This also
implies a 2-approximation for MSD on Euclidean plane, which is the current best ratio. In contrast, the MSR problem is NP-hard even in metrics induced by weighted planar graphs and in metrics of constant doubling dimension [GKK10].

1.4.2 The UCFLP

As Bateni and Hajiaghayi [BH09] pointed out, solving the UCFLP without relaxation of capacities is NP-hard even in very special cases. Thus, research has focused on the design of bicriteria approximation algorithms. An \((\alpha, \beta)\)-approximation for the UCFLP returns a solution whose cost is within factor \(\alpha\) of the optimum and violates the capacity constraints within factor \(\beta\). Here, we compare our solution with an optimal solution that does not violate any constraints. It should be noted that if we violate capacity of a facility within factor \(\beta\), we must pay \(\beta\) times its opening cost.

In the context of approximation algorithms, Shmoys, Tardos, and Aardal [STA97] were the first to consider this problem and presented a \((9, 4)\)-approximation algorithm. They used a filtering and rounding technique to get an approximation algorithm for the splittable version and used a rounding for a generalized version of the matching problem, called generalized assignment problem (GAP) [ST93] to obtain their algorithm for the unsplittable version (see Section 3.1.4 for a formal definition of GAP). This technique of reducing the unsplittable version using the rounding for the GAP to the splittable version was a cornerstone of the subsequent approximation algorithms. In addition, in the same place, by a randomized version of the filtering technique, they got a new algorithm with the ratio \((7.62, 4.29)\).

Korupolu, Plaxton, and Rajaraman [KPR98] gave the first constant factor approximation algorithm for the splittable hard capacitated version, and applied the GAP rounding technique of [STA97] to get a \((O(1), 2)\)-approximation algorithm for the UCFLP. All subsequent constant factor approximation algorithms for the splittable capacitated version combined with the GAP rounding technique give a \((O(1), 2)\)-approximation algorithm for the UCFLP, even though this may not be explicitly stated by their authors. Applying the current best approximation algorithms for the splittable capacitated version with non-uniform capacities [BGG12] and uniform capacities [AAB10], one can get factor \((9, 2)\) and \((5, 2)\) approximation algorithms for the UCFLP with non-uniform and uniform capacities, respectively.

Recently, Bateni and Hajiaghayi [BH09] modeled an assignment problem in content distribution networks by the UCFLP. This assignment problem has been first considered by Alzoubi et al. [ALR08] and is basically the assignment of downloadable objects, such as media files or softwares, to some servers. We cannot split a downloadable object and we need to store it in a single server. As Alzoubi et al. mention, the server capacities is very crucial in practice and a high overload amount on a server can disrupt a large number of connections. Motivated by this strict requirement on capacities, the authors of [BH09] designed a \((1+\epsilon, 1+\epsilon)\)-approximation algorithm for tree metrics (for any constant \(\epsilon > 0\)) using a dynamic programming approach. They also presented a quasi-polynomial
time \((1 + \epsilon, 1 + \epsilon)\)-approximation algorithm (again for trees) for the non-uniform capacity case, i.e. when each facility \(i\) has a given capacity \(u_i\). Using Fakcharoenphol et al.’s \[FRT03\] improvement of Bartal’s machinery \[Bar98\], this implies a polynomial time \((O(\log n), 1 + \epsilon)\)-approximation algorithm for almost uniform capacities and a quasi-polynomial time \((O(\log n), 1 + \epsilon)\)-approximation algorithm for non-uniform case for an arbitrary constant \(\epsilon > 0\).

All the known constant-factor algorithms for the UCFLP violate the capacity constraints by a factor of at least 2 which is mainly due to using the rounding algorithm for GAP \[ST93\]; and the algorithm of \[BH09\] (although has \(1 + \epsilon\) violation) is not a constant factor approximation.

### 1.5 Our Contributions and Thesis Structure

Here, we present the new results of this thesis. The details of results for the MSR and MSD problems come in Chapter 2. Then, the details of results for the UCFLP come in Chapter 3. Finally, we conclude this thesis in Chapter 4.

#### 1.5.1 The MSR and MSD Problems

For graphs with polynomially bounded \(\Delta\) (for instance for unweighted graphs), the exact algorithm of Gibson et al. \[GKK+08b\] for the MSR problem runs in time \(n^{O(\log^2 n)}\). This gives us strong evidence that the MSR problem for these metrics is not \(\text{NP}\)-hard and perhaps, solvable in polynomial time. We make some progress in this direction and give a polynomial time exact algorithm for metrics induced by unweighted graphs in the case that no singleton clusters (i.e., clusters having a single point) are allowed. This result reduces the unweighted MSR problem to the problem of finding the singleton clusters. In other words, it shows the difficult core of the problem is to determine which points should be a cluster by themselves. We also show that finding the best single cluster of each connected component is a \(\frac{3}{2}\)-approximation algorithm for the unweighted MSR problem without singletons. This algorithm has a better running time than the above exact algorithm. We contrast this simple algorithm with an integrality gap of at least essentially \(3/2\) for a natural LP relaxation of the problem.

For Euclidean MSD (i.e., points in \(Q^2\) and Euclidean metric), the exact algorithm of Capoyleas et al. \[CRW91\] for fixed \(k\) raises a question about the complexity of this problem for variable \(k\). This is first asked by Doddi et al. as an open problem (see Section 6 in \[DMR+00a\]). By giving a PTAS for the Euclidean MSD, we show that this problem is not \(\text{APX}\)-hard unless \(\text{P} = \text{NP}\).

Recall that Hansen and Jaumard \[HJ87\] gave an exact algorithm for the MSD problem when \(k = 2\). The best known approximation algorithm for the MSD problem with constant \(k > 2\) is the 2-approximation algorithm that comes from the exact algorithm of the MSR problem in this case. Doddi et al. raised an open question (see Section 1.3 in \[DMR+00a\]) about the complexity of this problem in this case. We answer this question by giving a polynomial time exact algorithm for the MSD problem with constant \(k\).
1.5.2 The UCFLP

We present the first constant factor approximation algorithms with capacity violation factor less than 2. Particularly, we present two approximation algorithms with factors (9, 3/2) and (29.315, 4/3) for the UCFLP. In this process, we reduce the UCFLP to a more restricted version that we believe can be an important step in finding a constant approximation algorithm with $(1 + \epsilon)$ violation of capacities for any $\epsilon > 0$. Note that an $(O(1), 1 + \epsilon)$-approximation algorithm for the UCFLP is the best possible (up to the constant factor hidden in $O(.)$) as the UCFLP does not admit any $(1.463 - \epsilon, \beta)$-approximation for any constant $\epsilon > 0$ and any $\beta \geq 1$ unless $\text{P} = \text{NP}$. This is because the standard facility location problem is 1.463-hard [GK98]. We also consider the UCFLP restricted to Euclidean metrics and give a $(1 + \epsilon, 1 + \epsilon)$-approximation that runs in quasi-polynomial time.
Chapter 2

The Minimum Sum of Radii and Diameters Problem

In this chapter, we consider the Minimum Sum of Radii (MSR) and the Minimum Sum of Diameters (MSD) problems. These two problems are closely related to each other. The input and output for both problems are the same. The only difference is in the objective function. The formal definitions of these problems are as follows. We are given a set of points \( V \) and a metric \( d \) defined on these points and an integer \( k \). The goal is to partition \( V \) into \( k \) clusters (subsets of \( V \)) so as to minimize the sum of radii of clusters in the MSR problem or the sum of diameters of the clusters in the MSD problem. We can consider these points as the vertices of a complete graph with a metric cost function on the edges. More formally, we are given a complete graph \( G = (V, E) \) with metric edge cost (or distance) function \( d : E \to \mathbb{Q}^+ \) and an integer \( k \). The goal is to partition \( V \) into \( k \) sets \( V_1, V_2, \ldots, V_k \). In the MSR problem, we want to minimize \( \sum_{i=1}^{k} \text{rad}(V_i) \), where \( \text{rad}(V_i) \) is the radius of \( V_i \). In the MSD problem, we want to minimize \( \sum_{i=1}^{k} \text{diam}(V_i) \), where \( \text{diam}(V_i) \) is the diameter of \( V_i \). We call a cluster containing a single vertex a singleton or zero ball.

Notice that when we have \( k \) sets covering \( V \), i.e., each vertex of \( V \) is in at least one of these sets, we can easily obtain a partition of \( V \) from these sets without increasing their total radii or diameters. As a consequence, we also consider any cover of \( V \) as a feasible solution.

Recall that, sometimes, we can represent a metric in a more compact way by a non-complete edge-weighted graph \( G \), where the distance between any pair of vertices is the shortest path distance of these vertices in \( G \).

2.1 Overview of Related Works

In this section, we briefly review the works related to the MSR and MSD problems and discuss their connection to our results.
2.1.1 Connection between the MSR and MSD Problems

There is a strong connection between the MSR and MSD problems. This connection comes from the similarity of their objective functions and the relationship between radius and diameter of a graph. This well known relationship is as follows:

**Observation 2.1.1** In an edge-weighted graph $G$ with metric weights, we have $\text{rad}(G) \leq \text{diam}(G) \leq 2\text{rad}(G)$.

Doddi et al. [DMR+00b] noticed that the above observation has an important implication for the MSR and MSD problems. As it is shown in the following proposition, any $\alpha$-approximation algorithm for the MSR (MSD) problem is a $2\alpha$-approximation algorithm for the MSD (MSR, respectively) problem. Thus, by designing a good approximation algorithm for one problem, we get a reasonably good approximation algorithm for the other problem.

**Proposition 2.1.1** [DMR+00b] An $\alpha$-approximate solution for the MSR (MSD) problem is a $2\alpha$-approximate solution for the MSD (MSR, respectively) problem.

**Proof.** Let $G$ be the input graph, and $\text{OPT}_R$ and $\text{OPT}_D$ be the optimal values for the MSR and MSD problems, respectively. Assume that clusters $V^D_1, \ldots, V^D_k$ give the optimum value for the MSD problem. Also, let $V^R_1, \ldots, V^R_k$ be a clustering that gives the optimum value for the MSR problem. We have

\[
\text{OPT}_R \leq \sum_{i=1}^{k} \text{rad}(V^D_i) \leq \sum_{i=1}^{k} \text{diam}(V^D_i) = \text{OPT}_D,
\]

where the first inequality holds, because $\text{OPT}_R$ is the optimum value for the MSR problem and the second holds because of Observation 2.1.1. Similarly, we have

\[
\text{OPT}_D \leq \sum_{i=1}^{k} \text{diam}(V^R_i) \leq \sum_{i=1}^{k} 2\text{rad}(V^R_i) = 2\text{OPT}_R.
\]

Now, let $V_1, \ldots, V_k$ be an $\alpha$-approximate solution for the MSR problem. The cost of this solution for the MSD problem is

\[
\sum_{i=1}^{k} \text{diam}(V_i) \leq \sum_{i=1}^{k} 2\text{rad}(V_i) \leq 2\alpha\text{OPT}_R \leq 2\alpha\text{OPT}_D,
\]

where we used Observation 2.1.1 and Equation (2.1) in the first and last inequality, respectively. In an analogous manner, by using Observation 2.1.1 and Equation (2.2), we can prove an $\alpha$-approximate solution for the MSD problem is a $2\alpha$-approximate solution for the MSR problem.

While we have the above interesting connection, these problems have a very important difference. We call a cluster maximal for the MSR (MSD) problem if one cannot add any vertex to it without increasing its radius (diameter, respectively). Any solution can be turned into one having
only maximal clusters without increasing the cost. Therefore, we can ignore non-maximal clusters
and only consider maximal clusters in the solutions for the MSR and MSD problems.

Consider a maximal cluster of radius \( r \) for the MSR problem and let \( v \) be an arbitrary center of
this cluster. By definition, this cluster must contain all the vertices in the graph having distance at
most \( r \) from \( v \). Recall that we call the set of such vertices the ball of radius \( r \) around \( v \) and denote
it by \( B(v, r) \). As is shown in the following proposition, the number of distinct maximal clusters
for the MSR problem is at most \( n^2 \), while the number of distinct maximal clusters for the MSD
problem can be exponential. This yields a very important advantage when we deal with the MSR
problem. We can enumerate all subsets of the maximal clusters having size at most \( l \) in time \( O(n^{2l}) \).
When \( l \) is a constant, this is polynomial time and when \( l \) is \( O(\log^c(n)) \) for some constant \( c \), this is
quasi-polynomial time. This enumeration is an important part of many related results. The following
proposition was first observed by Doddi et al. [DMR+00b].

**Proposition 2.1.2 [DMR+00b]** In the MSR problem, the number of distinct maximal clusters is at
most \( n^2 \).

**Proof.** We claim that each vertex can be the center of at most \( n \) distinct maximal clusters and hence,
there are at most \( n^2 \) distinct maximal clusters overall. Consider an arbitrary vertex \( v \) and sort the
vertices in the graph in the ascending order of their distances from \( v \). Let \( 0 = r_0 \leq r_1 \leq \cdots \leq r_l \)
be the distinct distances. It is not hard to see that for any \( 1 \leq i < l \), if \( r_i \leq r < r_{i+1} \), we have
\( B(v, r_i) = B(v, r) \). Therefore, the only distinct maximal clusters centered at \( v \) are \( B(v, r_i) \) for
\( 1 \leq i \leq l \) and \( v \) is center of \( l \) \( \leq n \) distinct balls. From now on, when we discuss the clusters in the MSR problem, we mean the clusters from the
above set of distinct maximal clusters, which has size at most \( n^2 \).

### 2.1.2 General Metrics

There are only three separate works for the general case of the MSR and MSD problems. Beating
the current best approximation ratios for the MSR and MSD problems has been an open problem
for the last eleven years. It seems that achieving this needs the introduction of new techniques or
perhaps some important new structural observations.

#### The First Approximation Result

Doddi et al. [DMR+00b] gave the first approximation result for the MSD problem (and conse-
quently, for the MSR problem by Proposition 2.1.1). They designed an algorithm that yields a
solution with no more than \( 10k \) clusters having cost within factor \( O(\log(n/k)) \) of cost of an optimal
solution, which has \( k \) clusters. Clearly, this is a bicriteria approximation algorithm. Here, we briefly
explain the high-level idea of their algorithm.

They start with the trivial clustering that contains \( n \) singletons and iteratively decrease the num-
ber of clusters to at most \( 10k \). First, they observe the simple fact that if two clusters with diameters
and \(D_2\) intersect, the maximum distance between any pair of their combined vertices is at most \(D_1 + D_2\) and we can cover all their vertices with a single cluster of diameter \(D_1 + D_2\). In other words, we can merge them without increasing the total diameter\(^1\). Second, they show that given a graph with \(l\) vertices, one can find in polynomial time a clustering with at most \(3k(1 + \ln(l/k))\) clusters having cost at most \(O(\ln(l/k))\)OPT. Now, assume at the start of \(i\)th iteration the clusters are \(C_1, \ldots, C_l\). Choose a random representative from each cluster and consider the graph and metric induced on this representative vertices. They give this graph to the algorithm mentioned above and get at most \(3k(1 + \ln(l/k))\) clusters with cost at most \(O(\ln(l/k))\)OPT. Now, add these clusters to \(C_1, \ldots, C_l\). It results in some intersecting clusters that after merging them, we must have at most \(3k(1 + \ln(l/k))\) clusters, while we increased the cost only by \(O(\ln(l/k))\)OPT.

Let \(n_i\) be the number of clusters after the \(i\)th iteration and let \(n_0 = n\). It is easy to see that

\[
n_{i+1} \leq 3k(1 + \ln(n_i/k))
\]

and the number of clusters decreases very fast. They show that after

\[
5 + \log \log(n/k)
\]

iterations the number of clusters decreases from \(n\) to at most \(10k\) and hence, the running time is polynomial time. Also, the cost of this solution is at most

\[
O(\ln(n_i)OPT).
\]

They show that the first term of summation dominates the other terms and the cost is actually within factor \(O(\ln(n/k))\) of the optimum value.

Later, in the journal version of their paper [DMR+00a], Doddi et al. slightly improved their result. For a fixed \(\epsilon\), they gave a polynomial time algorithm that returns a solution with at most

\[
((1 + \frac{2}{x}) \epsilon + \delta)k
\]

clusters whose total diameter is within a factor of \((1 + \epsilon)(x + 2) \ln(\frac{n}{k})\) of the optimum, where the parameters \(x, \delta,\) and \(\epsilon\), act to control a tradeoff between the cost of the solution, the number of clusters returned, and the running time. The reader can verify that even with this improvement, we cannot have a clustering with number of clusters arbitrarily close to \(k\).

**The Current Best Ratio**

Soon after the first result, Charikar and Panigrahy significantly improved it [CP01]. They gave a \((3.504 + \epsilon)\)-approximation for the MSR problem that runs in time \(n^{O(1/\epsilon)}\). Note that in contrast to the previous result, this is a true approximation algorithm, not a bicriteria one. In addition, the logarithmic approximation ratio is improved to a constant factor. By Proposition 2.1.1, this also yields a \((7.008 + \epsilon)\)-approximation algorithm for the MSD problem. These are currently the best ratios known for these problems for general metrics. We give a high-level description of this algorithm here.

---

\(^1\)The same fact is true for the sum of radii in the case of unweighted graphs (see Lemma 2.3.1), but not weighted graphs as in the case of sum of diameters.
The natural LP relaxation of the MSR problem is as follows:

\[
\begin{align*}
\text{minimize} & \quad \sum_{u \in V} \sum_{r} r \cdot y_u^{(r)} \\
\text{subject to} & \quad \sum_{u \in V} \sum_{r : d(u,v) \leq r} y_u^{(r)} \geq 1 \quad \forall v \in V \\
 & \quad \sum_{u \in V} \sum_{r} y_u^{(r)} = k \quad \text{(2.3)} \\
 & \quad y_u^{(r)} \geq 0 \quad \forall u \in V, \forall r,
\end{align*}
\]

where \( y_u^{(r)} = 1 \) indicates a cluster of radius \( r \) is centered on vertex \( u \). They first use the Lagrangian relaxation technique to simplify the problem by removing Constraint (2.3). The Lagrangian relaxation LP is as follows:

\[
\begin{align*}
\text{minimize} & \quad \sum_{u \in V} \sum_{r} (r + \lambda) \cdot y_u^{(r)} - k \lambda \\
\text{subject to} & \quad \sum_{u \in V} \sum_{r : d(u,v) \leq r} y_u^{(r)} \geq 1 \quad \forall v \in V \\
& \quad y_u^{(r)} \geq 0 \quad \forall u \in V, \forall r.
\end{align*}
\]

This LP can be considered as a relaxation for the problem in which we do not have a hard limit on the number of clusters, but instead, we must pay a creation cost of \( \lambda \) in addition to its radius for each cluster (in other words, they transformed the problem to a facility location clustering). They designed a 3-approximation algorithm for this problem with an extra property that is necessary for the later steps.

Notice that when \( \lambda \) is small, the optimal solution has many clusters. For instance, when \( \lambda = 0 \), the optimal solution has \( n \) singleton clusters. Also, when \( \lambda \) is large, the optimal solution has just a few clusters. For example, when \( \lambda = \text{rad}(G) \), the single cluster containing the whole graph is an optimal solution. In other words, the number of clusters in an optimal solution does not increase when \( \lambda \) increases. Thus, one can use \( \lambda \) as a control parameter for the number of clusters.

One can use binary search on the value of \( \lambda \) to get clusterings that their number of clusters are closer and closer to \( k \). If we indeed find a clustering with exactly \( k \) clusters, it can be shown that it is a 3-approximate solution for the MSR problem. Otherwise, we must be able to find two solutions \( S_1 \) and \( S_2 \) with \( k_1 \) and \( k_2 \) clusters (\( k_1 < k < k_2 \)), respectively, such that their corresponding \( \lambda \) values, \( \lambda_1 \) and \( \lambda_2 \), are very close to each other. Let \( a \) and \( b \) be the coefficients such that \( a k_1 + bk_2 = k \) and \( a + b = 1 \). Because \( \lambda_1 \) and \( \lambda_2 \) are very close to each other, it can be shown that \( a \cdot \text{cost}(S_1) + b \cdot \text{cost}(S_2) \) is a close lower bound for the optimum. Finally, they give a randomized algorithm that chooses at most \( k \) clusters from \( S_1 \cup S_2 \) with expected cost within factor at most \( \frac{3}{8 \sqrt{3} - 13} + \epsilon \approx 3.504 + \epsilon \) of the optimum in time \( n^{O(1/\epsilon)} \).
The Exact Algorithm in Quasi-polynomial time

The last result for the general case belongs to Gibson et al. [GKK+08b]. They presented a very interesting exact algorithm for the MSR problem that runs in time $n^{O(\log n \log \Delta)}$. Here, $\Delta$ is the aspect ratio of graph, which is the ratio of the cost of heaviest edge over the lightest edge. Later, they showed how this result can be transformed to a QPTAS for the MSR problem [GKK+10]. A brief description of this algorithm is as follows.

First, they run a randomized algorithm to partition any set $Q$ of vertices into two or more non-empty sets of half diameter such that the expected number of clusters cut in an optimal solution for $Q$ is at most $32 \log(|Q|)$. This randomized algorithm is exactly the same as the partitioning algorithm of [FRT03] for embedding general metrics into tree metrics. By Markov’s inequality, the probability that this partition cuts more than $64 \log(|Q|)$ clusters of an optimum is not more than $1/2$. We can guess these at most $64 \log(|Q|)$ clusters by enumerating all subsets of at most $64 \log(|Q|)$ clusters. By Proposition 2.1.2, this can be done in time $n^{O(\log |Q|)}$. For any of these subsets, we remove the at most $64 \log(|Q|)$ chosen clusters from the partitions and recursively solve the problem on the remaining vertices of each partition. One can show that using a standard dynamic programming technique, we can combine the answers of the recursive calls to find the best cover with respect to the subset of chosen clusters that we removed. As a result, we can simply check each of these subsets of size at most $64 \log(|Q|)$ and return the best solution among the solutions that we obtain corresponding to each subset. Then, the proof of correctness of this algorithm can be done with an inductive argument. Note that the branching factor of the recursion tree is $n^{O(\log |Q|)}$ and the depth of recursion is at most $\log \Delta$, because we cut the diameter in half when we partition any set of vertices $Q$. Therefore, the running time is in $n^{O(\log n \log \Delta)}$.

The Gap between Hardness and Algorithmic Results

Doddi et al. [DMR+00b] showed that unless $P=NP$, for any $\epsilon > 0$, there is no $(2-\epsilon)$-approximation algorithm for the MSD problem even when the metric is induced by an unweighed graph. Note that this result does not imply $NP$-hardness of the MSR problem, because an exact algorithm of the MSR problem yields a 2-approximation algorithm for the MSD problem and does not violate the above hardness. Later, Gibson et al. [GKK+08b] showed that the MSR problem is $NP$-hard even in metrics induced by weighted planar graphs and in metrics of constant doubling dimension. As one can expect, the aspect ratios of the graphs used for the reductions are exponential in $n$.

The above $NP$-hardness result shows that in terms of approximation ratio a PTAS is the best that we can hope for. Interestingly enough, the QPTAS found by Gibson et al. shows that the MSR problem is very unlikely to be $APX$-hard. The reason is that if someone can show that it is $NP$-hard to beat some approximation ratio $c$ where $c$ is a small constant, we can use the QPTAS algorithm to get an approximation ratio less than $c$ for the MSR problem. This means that we can solve all problems in $NP$ in quasi-polynomial time, which is widely believed to be false. The fact that the
MSR problem is unlikely to be APX-hard, gives us a strong evidence that it should be possible to design a PTAS for it. Unfortunately, there is a large gap between what should be possible, i.e., a PTAS, and the current best approximation ratio of $3.504 + \epsilon$. Note that the above argument also gives a strong evidence for existence of a $(2 + \epsilon)$-approximation algorithm for the MSD problem, while the current best ratio is $7.008 + \epsilon$ and we also have a large gap here.

2.1.3 Special Cases

There are also several results for special cases of the MSR and MSD problems. When $k = 2$, the MSD problem in general metrics is solvable in polynomial time by a reduction to the 2-SAT problem. This is shown by Hansen and Jaumard [HJ87]. Moreover, they showed that for two clusters, the task of minimizing any function of their diameters can be done in polynomial time. Since we give a polynomial time exact algorithm for the MSD problem with constant $k$ (see Section 2.5), we briefly explain their reduction to 2-SAT.

They do the following steps for any pairs of possible diameters for the two clusters. Note that these diameters are from one of the at most $O(n^2)$ different distances that we have in the metric. Fix two diameters $d_1$ and $d_2$ where $d_1 \leq d_2$. For any vertex $u$, they associate a boolean variable $x_u$. This variable takes value 0 if $u$ is in the first cluster and takes value 1 if $u$ is in the second cluster. Now, for any pair of vertices $u$ and $v$, we add between zero to two clauses to the SAT formula. If $d(u,v) \leq d_1$, we do not add any clause. If $d_1 < d(u,v) \leq d_2$, we add the clause $(x_u \lor x_v)$, which forbids both $u$ and $v$ being in the first cluster. Finally, if $d_2 < d(u,v)$, we add the clauses $(x_u \lor x_v) \land (\neg x_v \lor \neg x_u)$, which forbids $u$ and $v$ being in the same cluster. After determining the 2-SAT formula, we check to see whether it is satisfiable or not. If it is not, this pair of diameters is impossible in a feasible solution. If it is, it gives an assignment of vertices to the first and the second clusters with diameters at most $d_1$ and $d_2$, respectively. They returned a feasible clustering obtained from a pair of diameters with minimum $d_1 + d_2$.

When $k$ is fixed and the metric is Euclidean, Capoyleas et al. [CRW91] presented an exact algorithm for the MSD and MSR problems. In fact, their algorithm is more general and works for the minimization of any monotone function of the diameters and radii. The main part of this result is to show that any two clusters in some optimal solution can be separated by a line. Then, the rest is straightforward. It can be shown that we have at most $3k - 6$ distinct separating lines. We can move any of these lines to hit two vertices of the input. Therefore, we can enumerate all subsets of $3k - 6$ lines that contain two vertices of the input in time $O(n^{6k-12})$, partition the points with these lines and find the best solution with at most $k$ partitions among all the partitions.

When $k$ is fixed, for general metrics, there is a 2-approximation for MSD [DMR00b]. Although it is explained in a different way, one can verify that the algorithm of [DMR00b] is the following simple exact algorithm for the MSR problem (which is a 2-approximation algorithm for the MSD problem by Proposition 2.1.2): By proposition 2.1.2, we can enumerate any subsets of size at most $k$
of maximal clusters in time \(O(n^{2k})\). For a constant \(k\), this is polynomial time and we simply return the best feasible solution out of these \(O(n^{2k})\) solutions that we get. For Euclidean MSR, there is an exact polynomial time algorithm [GKK+08a]. This result also extends to \(L_1\) and \(L_\infty\) metrics. This also implies a 2-approximation for the MSD problem on Euclidean plane, which is the current best ratio. As we use Gibson et al.’s framework to give a PTAS for the MSD problem (see Section 2.4), we give a detailed explanation of this algorithm here with reference to the journal version of this result [GKK+12]. We call this algorithm the GKKPV algorithm.

### The GKKPV Algorithm for Euclidean MSR

Consider an instance of the Euclidean MSR problem which consists of a set of points \(V\) on the plane along with an integer \(k\). Here, the distance between any pair of points is the Euclidean distance of these points in the plane. Let \(D\) be the set of distinct maximal clusters which, in our special case, is the set of discs with a center \(p \in V\) and radius \(||pq||\) for some \(q \in V\). Note that by Proposition 2.1.2, we have \(|D| \leq n^2\).

The high level description of the algorithm is as follows. An axis parallel rectangle is called balanced if the ratio of its width to length is at least \(1/3\). The GKKPV algorithm is a dynamic programming algorithm which uses balanced rectangles to define the subproblems (i.e. the set of points enclosed in a balanced rectangle to be covered with a given number of discs). A separator for a (balanced) rectangle is any line which is perpendicular to its longer side and cuts it in the middle third of its longer side. The algorithm starts with a rectangle containing all the points, denoted by \(R_0\), and cuts it into two smaller rectangles by selecting a separator line and solves the subproblems corresponding to smaller rectangles recursively.

A vertical or horizontal line is called critical if it either goes through a point \(p \in V\) or if it is tangent to some disk in \(D\). It is not hard to see that all vertical lines between two consecutive critical vertical lines intersect the same set of discs. Thus, it is enough to fix an arbitrary vertical line between any two consecutive critical vertical lines, one to the left of the leftmost critical vertical line and one to the right of the rightmost critical vertical line and only consider these lines as potential vertical separators. We can also do the same for the horizontal lines to reduce the number of important horizontal separators. Thus, there are only \(\Theta(n^2)\) vertical or horizontal lines to consider as separators. Let \(L(R)\) denote the separators of a rectangle \(R\) from these fixed set of lines and the leftmost and rightmost separators of it.

The algorithm has a recursive procedure \(DC(R,\kappa,T)\) shown below, which takes as input a rectangle \(R\), an integer \(\kappa \geq 0\) and a subset \(T \subseteq D\) and computes an optimum MSR solution using at most \(\kappa\) discs for the set of points in \(Q = \{q : q \in V \cap R, q \text{ is not covered by } T\}\). The idea is that \(T\) is the set of discs in the optimal solution that intersect \(R\) and are chosen in the higher levels of recursion. The algorithm calls \(DC(R_0, k, \emptyset)\) to find the best cover for \(V\). The value of the sub-problem for a recursive call is stored in a dynamic programming table \(TABLE[V \cap R, \kappa, T]\).
They prove that we only need to consider $|T| \leq \beta = 424$ to get an optimal solution (we explain this below); this combined with the fact that the number of distinct $V \cap R$ is $O(n^4)$ and $\kappa \in O(n)$, implies that the size of the dynamic programming table (and hence sub-problems to compute) is $O(n^{2\beta+5})$, which is polynomially bounded. In the following algorithm, we assume that $I$ is a dummy disc of radius $\infty$.

**Algorithm 2.1.1 Recursive Clustering: DC($R, \kappa, T$)**

1. If $\text{TABLE}[V \cap R, \kappa, T]$ is created then return its value; otherwise create it.
2. Let $Q = \{q : q \in V \cap R, q \text{ is not covered by } T\}$. If $Q = \emptyset$ then $\text{TABLE}[V \cap R, \kappa, T] \leftarrow \emptyset$ and return $\emptyset$.
3. If $|Q| = 1$, let $\text{TABLE}[V \cap R, \kappa, T] \leftarrow \{I\}$ (infeasible) and return $\{I\}$.
4. Let $\ell R'$ be a minimal balanced rectangle containing $V \cap R$ (this rectangle always can be found in polynomial time).
5. Initialize $D' \leftarrow \{I\}$.
6. for all choices $\ell \in L(R')$ do
7.   for all choices of a set $D_0 \subseteq D$ of size at most 12 that intersect $\ell$ do
8.     for all choices of $\kappa_1, \kappa_2 \geq 0$ with $\kappa_1 + \kappa_2 + |D_0| \leq \kappa$ do
9.         Let $R_1$ and $R_2$ be the two rectangles obtained from cutting $R'$ by $\ell$. Let $T_1 = \{D \in T \cup D_0 : D \text{ intersects } R_1\}$ and $T_2 = \{D \in T \cup D_0 : D \text{ intersects } R_2\}$.
10. if $|T_1| \leq \beta$ and $|T_2| \leq \beta$ then
11.    Recursive call DC($R_1, \kappa_1, T_1$) and DC($R_2, \kappa_2, T_2$).
12. if $\text{cost}(D_0 \cup \text{TABLE}[V \cap R_1, \kappa_1, T_1] \cup \text{TABLE}[V \cap R_2, \kappa_2, T_2]) < \text{cost}(D')$ then
13.    Update $D' \leftarrow D_0 \cup \text{TABLE}[V \cap R_1, \kappa_1, T_1] \cup \text{TABLE}[V \cap R_2, \kappa_2, T_2]$.
14. Assign $\text{TABLE}[V \cap R, \kappa, T] \leftarrow D'$ and return its value.

For the proof of correctness of GKKPV, the authors of [GKK+12] prove the following lemmas.

The first one is used to show that in Step 8, it is sufficient to only consider subsets of size at most 12.

**Lemma 2.1.1 (Lemma 2.1 in [GKK+12])** If $R$ is a rectangle containing a set of points $P \subseteq V$ and $O$ is an optimum solution for $P$, then there is a separator for $R$ that intersects at most 12 discs in $O$.

The next lemma essentially bounds the number of large discs of optimum intersecting a rectangle and is used to show that it is sufficient to only consider the choices of $T_1$ and $T_2$ as in Step 11. The proof of this lemma is based on the fact that the centers of discs of an optimum solution cannot contain the centers of other discs; so you cannot pack too many of them close to each other.

**Lemma 2.1.2 (Lemma 2.2 in [GKK+12])** If $O$ is an optimum solution for a set of points $P \subseteq Q^2$ and $R$ is an arbitrary rectangle of length $a > 0$, then the number of discs in $O$ of radius at least $a$ that intersect $R$ is at most 40.

The following lemma puts a lower bound on the distance of separator lines of nested rectangles. Its proof follows from the definition of separator lines.

**Lemma 2.1.3 (Lemma 3.1 in [GKK+12])** Let DC($R_1, \cdot, \cdot$) be an ancestor of DC($R_j, \cdot, \cdot$) in the recursion tree. Let $a$ be the length of $R_j$. Let $\ell_j$ be the separator that resulted in the recursion
The main part of the proof of correctness is Lemma 3.2 in [GKK+12] which inductively proves the correctness of procedure DC\((R, \kappa, T)\). Let OPT be an optimal solution. The heart of this proof is the induction step. For that, suppose that T \subseteq OPT contains every cluster of OPT that contains a point in V \cap R as well as a point in V \setminus R, OPT' is the set of clusters of optimum that have a point in Q = \{ q : q \in V \cap R, \ q \text{ is not covered by } T \}, and \kappa \geq |OPT'|. Note that the sole purpose of OPT' is to cover Q and hence, OPT' is an optimum cover for Q. From Lemma 2.1.1, \(R'\) has a separator \(\ell'\) that intersects a set \(\mathcal{D}_0 \subseteq \mathcal{D}\) of at most 12 clusters of OPT'. Without loss of generality, assume \(\ell'\) is vertical. We can move \(\ell'\) (to left or right) to become a line \(\ell \in L(R')\) that intersects the same set \(\mathcal{D}_0\). Consider the choice of \(\mathcal{D}_0 = \bar{\mathcal{D}}_0\). Let OPT_1 and OPT_2 be the clusters of OPT' to the left and right of \(\ell\) and consider choices of \(\kappa_{1} = |OPT_1|\) and \(\kappa_{2} = |OPT_2|\). Let \(R_1, R_2, T_1, T_2\) be exactly as in the algorithm.

Then, the proof of correctness follows inductively. One can show that, by the induction hypothesis, DC\((R_1, \kappa_1, T_1)\) and DC\((R_2, \kappa_2, T_2)\) return an optimal solution. To complete the proof of correctness, we only need to prove that |\(T_1| \leq \beta\) and |\(T_2| \leq \beta\). The proof for |\(T_1| \leq \beta\) is as follows. The proof for \(T_2\) is analogous.

Every disc in \(T_1\) come from a guessed \(\mathcal{D}_0\) for a separator in a higher level of the nested recursive calls. We partition the separators of higher level recursive calls, into two groups and bound the number of discs from each set. Assume \(R_1\) is a rectangle of length \(a\). Let \(\bar{R}\) be a square of side \(5a\) centered at the center of \(R_1\). Consider the separators of higher level calls that do not intersect \(\bar{R}\). A disc that intersects these separators and \(R_1\) has radius at least \(a\) and by Lemma 2.1.1, there can be only 40 of them in \(T_1\), because \(T_1 \subseteq OPT\). Now, consider the rest of separators. These separators intersect \(\bar{R}\). By Lemma 2.1.3, it can be seen that there are at most \(5a/(a/3) + 1 = 16\) vertical (horizontal) such separators. Therefore, there are at most \(32 \times 12 = 384\) discs coming from these separators in \(T_1\) that can intersect \(R_1\). Thus, we must have \(|T_1| \leq 384 + 40 = 424 = \beta\).

2.1.4 Generalizations

One can generalize the MSR and MSD clustering problems to the case that the distance between vertices is asymmetric metric or even not metric. Recall that in asymmetric metrics, we have the triangle inequality, but not the symmetry. In the case of the non-metric distances, the graph must be complete and we do not have even the triangle inequality. The diameter and radius have the same definition in presence of these kind of distances, but the the property that \(\text{rad}(G) \leq \text{diam}(G) \leq 2 \text{rad}(G)\) does not exist anymore. As a result, Proposition 2.1.1 does not hold and the strong connection between the two problems does not exist. In contrast, Proposition 2.1.2 still holds even for these distances.

Doddi et al. [DMR+00a] showed that unless \(P = NP\), for any polynomial time computable function \(\alpha(n)\), the non-metric MSD problem cannot be approximated within a factor \(\alpha(n)\). This
statement holds even when $k = 3$. In contrast, the polynomial time exact algorithm of Hansen and Jaumard [HJ87] for MSD with $k = 2$ works even if the cost function is not a metric.

For the non-metric MSR problem, when $k$ is constant, the simple algorithm that enumerates all subsets of size at most $k$ of clusters still works, because as mentioned above, Proposition 2.1.2 still holds. This shows a great difference with the non-metric MSD problem. When $k$ is not constant, the hardness of the non-metric MSR problem is unknown. We just know that it is trivially as hard as the asymmetric MSR problem in this case.

For the asymmetric MSR problem, there is an $(H_{n-k})$-approximation algorithm by Charikar and Panigrahy [CP04], where $H_i$ is the $i$th Harmonic number. This is the only known result for asymmetric metrics.

2.2 New Results

For graphs with polynomially bounded $\Delta$ (for instance for unweighted graphs), the exact algorithm of Gibson et al. for the MSR problem [GKK+08b] runs in time $n^{O(\log^2 n)}$. This gives us strong evidence that the MSR problem for these metrics is not NP-hard and one should be able to design an exact algorithm for the MSR problem when restricted to these metrics. In contrast, the best known polynomial time algorithm even for this case is the $(3.504+\epsilon)$-approximation algorithm of Charikar and Panigrahy [CP01]. We make some progress in this direction and give a polynomial time exact algorithm for metrics of unweighted graphs in the case that no singleton clusters are allowed.

**Theorem 2.2.1** There is a polynomial time exact algorithm for the unweighted MSR problem when no singletons are allowed.

It should be noted that having no singleton clusters may be a reasonable assumption for some applications. In addition, our result reduces the unweighted MSR problem to the problem of finding the singleton clusters. In other words, it shows the difficult core of the problem is to determine which points should be a cluster by themselves.

Moreover, we show that there is a simple $3/2$-approximation algorithm for unweighted graphs in the case that no singleton clusters are allowed. This algorithm has a better running time than the above exact algorithm. We contrast this simple algorithm with an integrality gap of at least essentially $3/2$ for a natural LP relaxation of the problem.

**Theorem 2.2.2** Finding the best single cluster of each connected component is a $3/2$-approximation algorithm for the unweighted MSR problem without singletons.

For Euclidean MSD (i.e., points in $\mathbb{Q}^2$ and Euclidean metric), the exact algorithm of Capoyleas et al. for fixed $k$ raises a question about the complexity of this problem for variable $k$. This is first asked by Doddi et al. as an open problem (see Section 6 in [DMR+00a]). Recall that the exact algorithm of [GKK+12] gives a 2-approximation for Euclidean MSD. In contrast, there is a ratio 2
hardness for the general case [DMR 00a]. Thus, it is not trivial if we can beat this factor of 2. By giving a PTAS for the Euclidean MSD, we show that this problem is not APX-hard unless \( P = NP \).

**Theorem 2.2.3** There is an algorithm such that when given a set of \( n \) points \( V \) in \( \mathbb{Q}^2 \), an integer \( k \), and an error bound \( \epsilon > 0 \), finds in time \( n^{O(1/\epsilon)} \) a \((1 + \epsilon)\)-approximate solution to the MSD problem on the given input.

Recall that Hansen and Jaumard [HJ87] gave an exact algorithm for the MSD problem when \( k = 2 \). The best known approximation algorithm for the MSD problem with constant \( k > 2 \) is the 2-approximation algorithm that comes from the exact algorithm of the MSR problem in this case. Doddi et al. raised an open question (see Section 1.3 in [DMR 00a]) about the complexity of this problem in this case. We answer this question by giving an exact algorithm for the MSD problem with constant \( k \).

**Theorem 2.2.4** There is a polynomial time exact algorithm for the MSD problem when \( k \) is constant.

Finally, we have two simple observations (see Section 2.6) for the generalization to asymmetric metrics.

### 2.3 MSR Restricted to Unweighted Graphs

In this section, we focus on the MSR problem when the metric is the shortest path metric of an unweighted graph. First, note that if one can optimally solve the MSR problem for some arbitrary metric in polynomial time for connected graphs, then using a standard dynamic programming approach, one can optimally solve the problem for that metric for all graphs:

**Proposition 2.3.1** The MSR problem reduces in polynomial time to the MSR problem for connected graphs.

**Proof.** Assume we know how to solve the problem for connected graphs. First, for each \( \kappa \leq k \), we find an optimal solution of \( \kappa \) clusters for each connected component. Let \( H_1, H_2, \ldots, H_l \) be the connected components. We present how we can find the solution by adding one connected component at a time. For \( 1 \leq i < l \), we show how we can find an optimal solution of \( \kappa \) clusters for the graph \( \bigcup_{j=1}^{i+1} H_j \) given the optimal solutions for the graph \( \bigcup_{j=1}^{i} H_j \) for all \( \kappa_1 \leq k \). For all \( \kappa_1, \kappa_2 > 0 \) such that \( \kappa_1 + \kappa_2 = \kappa \), we combine the optimal solution of \( \bigcup_{j=1}^{i} H_j \) with \( \kappa_1 \) clusters with the optimal solution of \( H_{i+1} \) with \( \kappa_2 \) clusters and store the best of these \( \kappa - 1 \) combined solutions as the optimal solution.

As a consequence, we are going to assume that the input graph is connected in the rest of this section. Also, recall that when we discuss the clusters in the MSR problem, we mean the clusters from the set of distinct maximal clusters and a maximal cluster for the MSR problem is a ball centered at some vertex of \( V \). We start with some definitions that we use.
**Definition 2.3.1** We call a ball of positive radius a *non-zero ball*. We say two balls *intersect* if they share at least one common vertex. We say two balls are *adjacent* if they do not intersect and there is an edge that connects two vertices of these balls. Among the optimal solutions for covering a graph with at most $k$ clusters, a *canonical optimal* solution is a solution with the minimum possible number of balls.

We have the following lemmas about the structure of a canonical optimal solution in an unweighted graph.

**Lemma 2.3.1** A canonical optimal solution does not have any intersecting balls.

**Proof.** We show that two intersecting balls can be merged into one ball without increasing the total cost. Assume the intersecting balls are $B(v_1, r_1)$ and $B(v_2, r_2)$, where $r_1 \geq r_2$, and vertex $u$ belongs to both of them (see Figure 2.1). Consider the shortest path between $v_1$ and $u$. Let $v$ be the vertex on this path that has distance $\min(d(v_1, u), r_2)$ from $v_1$.

![Figure 2.1: The intersecting balls $B(v_1, r_1)$ and $B(v_2, r_2)$. The ball $B(v, r_1 + r_2)$ covers all the vertices in these two balls.](image)

The distance of $v$ to all the vertices in $B(v_1, r_1)$ is at most $r_1 + r_2$, because the distance of $v$ to $v_1$ is at most $r_2$ and the distance $v_1$ to the vertices in $B(v_1, r_1)$ is at most $r_1$. Also, the distance of $v$ to all the vertices in $B(v_2, r_2)$ is at most $r_1 + r_2$, because the distance of $v$ to $u$ is at most $r_1 - r_2$, the distance of $u$ to $v_2$ is at most $r_2$, and the distance of $v_2$ to the vertices in $B(v_2, r_2)$ is at most $r_2$. Therefore, $B(v, r_1 + r_2)$ contains all the vertices in $B(v_1, r_1)$ and $B(v_2, r_2)$ and in a solution, we can replace these two balls with $B(v, r_1 + r_2)$ without increasing the cost. 

**Remark 2.3.1** With a similar proof, one can show that we can cover two adjacent balls with radii $r_1$ and $r_2$ with a ball of radius $r_1 + r_2 + 1$. This shows that for the case of unweighted graphs, if we increase the number clusters by one, the optimum value decreases by at most one.

**Lemma 2.3.2** In a canonical optimal solution, each ball is adjacent to at most two non-zero balls.
**Proof.** Let \( B(v, r) \) be a ball in a canonical optimal solution and let \( B(v_1, r_1), B(v_2, r_2), \ldots, B(v_l, r_l) \) be its adjacent balls such that \( r_1 \geq r_2 \geq \cdots \geq r_l \) and assume that \( l \geq 3 \). We show that we can find a ball with radius \( r + r_1 + r_2 + 1 \) that covers \( B(v, r) \) and all its adjacent balls. As a result, if \( r_3 > 0 \), we can decrease the number of balls in the canonical optimal solution without increasing the cost, which is a contradiction. Consider the shortest path between \( v \) and \( v_1 \). Let \( u \) be the vertex on this path that has distance \( \min(d(v, v_1), r_1 - r_2) \) from \( v \) (see Figure 2.2). Since the shortest path has length at most \( r + 1 + r_1 \), the distance of \( u \) to \( v_1 \) is at most \( r + r_1 + 1 - (r_1 - r_2) = r + r_2 + 1 \). Clearly, the distance of \( u \) to \( v \) is at most \( r_1 - r_2 \).

![Figure 2.2: The ball \( B(v, r) \) and its adjacent balls. The ball \( B(u, r + r_1 + r_2 + 1) \) covers \( B(v, r) \) and all its adjacent balls.](image)

We claim that the ball \( B(u, r + r_1 + r_2 + 1) \) covers \( B(v, r) \) and all its adjacent balls. The distance of \( u \) to all the vertices in \( B(v_1, r_1) \) is at most \( r + r_1 + r_2 + 1 \), because the distance of \( u \) to \( v_1 \) is at most \( r + r_2 + 1 \) and the distance of \( v_1 \) to the vertices in the ball \( B(v_1, r_1) \) is at most \( r_1 \). The distance of \( u \) to all the vertices in \( B(v_i, r_i) \) for \( i \geq 2 \) is at most \( r + r_1 + r_2 + 1 \), because the distance of \( u \) to \( v \) is at most \( r_1 - r_2 \), the distance \( v \) to \( v_i \) is at most \( r + 1 + r_i \leq r + r_2 + 1 \), and the distance of \( v_i \) to the vertices in the ball \( B(v_i, r_i) \) is at most \( r_i \leq r_2 \). Similarly, the distance of \( u \) to all the vertices in \( B(v, r) \) is at most \( r_1 - r_2 + r \leq r + r_1 + r_2 + 1 \).

**Remark 2.3.2** It is easy to see that the above two lemmas hold even when we allow singleton clusters.

Suppose \((G, k)\) is an instance of the (unweighted) MSR problem where no zero balls are allowed. Consider a canonical optimal solution \( S^* \) and suppose that we have \( k^* \) balls in \( S^* \). Since we can run the algorithm for all values \( q \leq k \) and take the best solution of all, for simplicity of exposition we assume \( k^* = k \). By Lemmas 2.3.1 and 2.3.2 and because no zero balls is allowed, the balls in \( S^* \) are disjoint and each has at most two adjacent balls. Therefore, the balls in \( S^* \) form a path or cycle. Assume that these balls form a path, say \( B_1^*, B_2^*, \ldots, B_k^* \), where each \( B_i^* \) is adjacent to \( B_{i+1}^* \).
1 ≤ i < k (the case of a cycle reduces to the case of a path as we show shortly). We give an exact algorithm for this case. Let \(B\) be the set of all possible distinct balls. By Proposition 2.1.2, we have \(|B| \leq n^2\).

The general idea of our algorithm is as follows. For every \(V' \subseteq V\), let \(G[V']\) denote the induced subgraph of \(G\) on \(V'\). Let \(G_i = G[\bigcup_{l=1}^i B^*_l]\) (i.e. the subgraph of \(G\) induced by the vertices in the first \(i\) balls of the path). It is easy to see that for all \(1 \leq i \leq k\), the solution \(B^*_1, B^*_2, ..., B^*_i\) is an optimal solution for covering \(G_i\) with \(i\) balls. We present a recursive algorithm, called BESTCOVER, that given a graph \(H\) and the number of clusters \(j\), returns a feasible solution, and this feasible solution is optimal when \(H = G_i\) and \(j = i\), for any \(1 \leq i \leq k\). For the moment suppose that the algorithm works as described for values of \(j < l\) (for some \(l \leq k\)). When \(j = l\), we guess the ball \(B^*_l\) (by enumerating over all possible balls in \(B\)) and remove this ball to get a new graph \(H'\). Then, run BESTCOVER with parameters \(H'\) and \(l - 1\) and return the union of the guessed ball and the solution of the recursive call. Note that regardless of whether \(H = G_i\) or not, assuming that the recursive call returns a feasible solution for \(H'\), we have a feasible solution for \(H\). Furthermore, if \(H = G_i\) then for the guessed ball (namely \(B^*_l\)), \(H' = G_{i-1}\) and the solution returned by the recursive call is optimal and has the same cost as the solution \(\{B^*_1, B^*_2, ..., B^*_{i-1}\}\). Adding the guessed ball \(B^*_l\) to the returned solution, we get an optimal solution for \(G_i\).

The difficulty with the above general idea is that even if we use a dynamic programming approach and save the solution of each distinct input of BESTCOVER that we encounter, there may still be exponentially many different inputs corresponding to exponentially many subsets of \(V(G)\). We fix this problem with the crucial observation that we are interested to solve only the subproblems corresponding to graphs \(G_i\). Of course, we do not know \(S^*\) and the subsets \(\bigcup_{l=1}^i B^*_l\) in advance, but we show that we can find a polynomial size family of subsets of \(V(G)\), called candidate family \(\mathcal{F}\), that contains subsets \(\bigcup_{l=1}^i B^*_l\) for \(1 \leq i \leq k\). Then we only solve the problem for graphs induced by subsets in \(\mathcal{F}\), which gives the solution for graph \(G\) as well, because \(V(G) = \bigcup_{l=1}^k B^*_l\) is in \(\mathcal{F}\).

**Definition 2.3.2** A candidate family \(\mathcal{F}\), is a set of subsets of \(V(G)\) which consists of the following sets: a subset \(S \subseteq V(G)\) is in \(\mathcal{F}\) if \(S = V(G)\) or if there exists a ball \(B\) such that \(G \setminus B\) has at most two connected components and the set of vertices in one of those components is \(S\).

**Lemma 2.3.3** A candidate family can be computed in polynomial time, has at most \(2n^2 + 1\) members and contains subsets \(\bigcup_{l=1}^i B^*_l\) for all \(1 \leq i \leq k\).

**Proof.** Recall that \(|B| \leq n^2\). We remove each of these \(|B|\) balls from \(G\). If the number of connected components is at most two, we add the set of vertices in each component to \(\mathcal{F}\). We add \(V(G)\) to \(\mathcal{F}\) as well. This can be done in polynomial time and we must have considered all members of \(\mathcal{F}\) after checking all the balls. The number of subsets obtained this way can be at most \(2|B| + 1 \leq 2n^2 + 1\). When in this process, we remove \(B^*_i\) for some \(1 < i \leq k\), we get at most two connected components. Therefore, we add the set of vertices \(\bigcup_{l=1}^{i-1} B^*_l\) to \(\mathcal{F}\) for all \(1 < i \leq k\). Also, we added
\( V(G) = \bigcup_{i=1}^{k} B_i^* \) to \( \mathcal{F} \) as well. Thus, \( \mathcal{F} \) contains subsets \( \bigcup_{i=1}^{l} B_i^* \) for all \( 1 \leq i \leq k \).

The procedure \textsc{BestCover} is presented below.

**Algorithm 2.3.1** \textsc{BestCover}(\( H, l \))

\begin{algorithm}
\begin{algorithmic}
\Require A graph \( H \) and an integer \( l > 0 \)
\Ensure A subset of at most \( l \) balls covering \( H \), which is optimal when \( H = G_i \) and \( l = i \) for some \( 1 \leq i \leq k \)
1: If \( \text{TABLE}[V(H), l] \neq \emptyset \), return \( \text{TABLE}[V(H), l] \).
2: If \( V(H) = \emptyset \), return \( \emptyset \).
3: If \( l = 0 \) then return “infeasible”.
4: Find \( v \) the center of \( H \) and \( r = \text{rad}(H) \).
5: If \( l = 1 \), return \( B(v, r) \).
6: for all choices of a ball \( B \in B \) do
7: if \( V(H) \setminus B \in \mathcal{F} \) then
8: Store the union of \( B \) and the result of \textsc{BestCover}(\( H \setminus B, l - 1 \)) in the set of solutions \( \mathcal{C} \).
9: If \( \mathcal{C} \) is empty, store \( B(v, r) \) in \( \text{TABLE}[V(H), l] \) and return it.
10: Choose a solution in \( \mathcal{C} \) having the minimum cost, store it in \( \text{TABLE}[V(H), l] \) and return it.
\end{algorithmic}
\end{algorithm}

**Algorithm 2.3.2**

\begin{algorithm}
\begin{algorithmic}
\Require A graph \( G \) and an integer \( k > 0 \)
\Ensure A subset \( S^* \) of at most \( k \) balls covering \( G \) having optimal cost
1: for all choices of a ball \( B \in B \) do
2: if \( H = G \setminus B \) is connected then
3: Compute a candidate family \( \mathcal{F} \) for \( H \) as in Lemma 2.3.3.
4: Define an array \( \text{TABLE} \). For all \( S \in \mathcal{F} \) and for all \( 1 \leq l < k \), set \( \text{TABLE}[S, l] = \emptyset \).
5: for all \( 1 \leq q \leq k - 1 \) do
6: Store the union of \( B \) and the result of \textsc{BestCover}(\( H, q \)) in the set of solutions \( \mathcal{C} \).
7: Let \( u \) be a center of \( G \). Add the ball \( B(u, \text{rad}(G)) \) as a solution to \( \mathcal{C} \). Return the minimum cost solution in \( \mathcal{C} \).
\end{algorithmic}
\end{algorithm}

We prove the following which is a re-statement of Theorem 2.2.1. In this theorem, a canonical optimal solution can form a path or cycle of balls.

**Theorem 2.3.1** \textbf{Algorithm 2.3.2} is a polynomial time exact algorithm for the unweighted MSR problem when no singletons are allowed.

\textbf{Proof}. First, we show that Algorithm 2.3.2 runs in polynomial time. By Lemma 2.3.3, we can compute \( \mathcal{F} \) in polynomial time and the number of table entries is polynomial. Thus, we just need to prove that the call \textsc{BestCover}(\( H, q \)) runs in polynomial time. We only call \textsc{BestCover}(\( \ldots \)) (including in recursive calls) for graphs \( H \) with \( V(H) \in \mathcal{F} \). Since by Lemma 2.3.3, \(|\mathcal{F}| \leq 2n^2 + 1 \) and \( l \leq k \leq n \), the number of distinct instances that are given as parameter to \textsc{BestCover}(\( \ldots \)) is polynomial. Also, for a fixed \( H \) and \( l \), \textsc{BestCover}(\( H, l \)) makes a total of at most \(|\mathcal{B}| \leq n^2 \) calls to other instances of \textsc{BestCover}(\( \ldots \)). As a result, the overall number of calls of \textsc{BestCover}(\( \ldots \)) is polynomial.
Now, we prove the correctness of Algorithm 2.3.2. By Lemmas 2.3.1 and 2.3.2 and because no zero balls are allowed, the balls in a canonical optimal solution form a path or a cycle. Suppose that the set of balls in a canonical optimal solution are $B_1^*, \ldots, B_k^*$ (for some $k^* \leq k$) where each $B_i^*$ is adjacent to $B_{i+1}^*$, $1 \leq i < k^*$ and when the balls form a cycle, $B_k^*$ and $B_1^*$ are also adjacent. If

$k^* = 1$, since we consider the best single cluster in Step 7 of the algorithm, we find the optimum solution. Assume $k^* > 1$. Consider the iteration in the main loop that $B = B_k^*$. Then, there is a canonical optimal solution in $H = G \setminus B$, which forms the path $B_1^*, \ldots, B_{k^* - 1}^*$. Consider the iteration in Step 5 where $q = k^* - 1$. We need to prove that $\text{BESTCOVER}(H, q)$ returns an optimal solution in this case.

We prove that $\text{BESTCOVER}(H, l)$ returns a subset of at most $l$ balls covering $H$, and the cost of this solution is optimal when $H = G_i$ and $l = i$ for all $1 \leq i \leq q = k^* - 1$. It is easy to see that $\text{BESTCOVER}(...)$ always returns a feasible solution. We prove the rest by induction on $l$. When $l = 1$, the function returns the ball with minimum radius that covers all the vertices in $V(H)$, which is trivially optimal. In particular, when $H = G_1$ this is a ball with the same radius as $B_1^*$, and is the optimum solution for $H$. Assume that when $H = G_{j-1}$ and $l = j - 1$, the function returns an optimal solution and consider the case $H = G_j$ and $l = j$. In Step 6 of Algorithm 2.3.1, when $B$ is equal to $B_j^*$, $V(H) \setminus B$ will be equal to $\bigcup_{i=1}^{j-1} B_i^* = V(G_{j-1})$. By Lemma 2.3.3, the set $\bigcup_{i=1}^{j-1} B_i^*$ is in $\mathcal{F}$. Thus, in Step 8 of Algorithm 2.3.1, $\text{BESTCOVER}(G_{j-1}, j - 1)$ will be called and by the induction hypothesis, an optimal solution will be returned having cost the same as cost of $\bigcup_{i=1}^{j-1} B_i^*$. Therefore, the union of this solution and $B_j^*$ has the same cost as cost of $\bigcup_{i=1}^{j} B_i^*$ and is optimal. Hence, an optimal cover will be returned in Step 10 of Algorithm 2.3.1. 

**Corollary 2.3.1** Given the location of singleton balls, there exists an exact algorithm for the unweighted MSR problem.

The above corollary shows that we essentially reduced the unweighted MSR problem to the problem of finding the singleton clusters in an optimal solution.

Here, we show that the simple algorithm that returns the best single cluster is a $\frac{1}{2}$-approximation for the unweighted MSR without singletons; this is Theorem 2.2.2.

**Proof of Theorem 2.2.2.** By Lemmas 2.3.1 and 2.3.2 and because no zero balls are allowed, the balls in a canonical optimal solution form a path or a cycle. Suppose that the set of balls in a canonical optimal solution are $B_1^*, \ldots, B_k^*$ (for some $k^* \leq k$) where each $B_i^*$ is adjacent to $B_{i+1}^*$, for all $1 \leq i < k^*$ and when the balls form a cycle, $B_k^*$ and $B_1^*$ are also adjacent. Color all balls with odd indices with red and all balls with even indices with blue. Let $\text{OPT}_r = \text{OPT}_r + \text{OPT}_b$ where $\text{OPT}_r$ and $\text{OPT}_b$ are the total radii of red and blue balls, respectively. Let $n_r$ and $n_b$ be the number of red and blue balls, respectively. Consider the following two modifications: first increase the radius of red balls by one to get a solution with value at most $\text{OPT}_r + n_r + \text{OPT}_b \leq 2\text{OPT}_r + \text{OPT}_b$. Now, every two adjacent balls intersect and we can merge all the balls into a single ball without increasing...
the cost (similar to what we did in Lemma 2.3.1). By doing the same thing for the blue balls, we can get a single ball with cost at most \( \text{OPT}_r + 2\text{OPT}_b \). Therefore, the solution of our algorithm is less than or equal to \( \min(2\text{OPT}_r + \text{OPT}_b, \text{OPT}_r + 2\text{OPT}_b) \leq \frac{3}{2}\text{OPT} \).

**Remark 2.3.3** It is interesting that we cannot beat this simple algorithm by using the natural LP relaxation for this problem as we can show it has an integrality gap of at least essentially \( \frac{3}{2} \). See Section 2.7.2.

We conclude this section with a simple observation. If we are given the center of balls in a canonical optimal solution, but we do not know the radius corresponding to each center then there is a simple 2-approximation algorithm. Note that this may be useful for a local search heuristic that given a set of centers swaps each center with another vertex in hope of getting a better solution.

**Proposition 2.3.2** There exists a 2-approximation algorithm for the unweighted MSR problem when the center of balls in a canonical optimal solution is given.

**Proof.** Let \( S \) be the set of centers which are adjacent to another center. Find the best single ball in each component of \( G \setminus S \) and return these balls and zero balls centered around the vertices in \( S \) as our solution. This algorithm is a 2-approximation. Notice that if two centers are adjacent in a canonical solution, both of them must be centers of zero balls. Consider an optimal solution and increase the size of all its non-zero balls by one. This at most doubles the cost of solution and makes all non-zero balls intersect their adjacent balls. This also covers all zeros ball not in \( S \), because they must be adjacent to some non-zero ball. After merging all the intersecting balls, we obtain a solution with cost at most twice of the optimum and a single ball in each component of \( G \setminus S \). Clearly, the cost of our solution is not more than the cost of this solution, which completes the proof.

**2.4 PTAS for Euclidean MSD**

In this section, we present a PTAS for the MSD problem in \( \mathbb{Q}^2 \). Throughout this section, we assume that \( \epsilon > 0 \) is a given fixed constant. We build upon the framework of Gibson et al. [GKK+12] and introduce some new ideas to make it work for the MSD problem. Recall that Gibson et al. present an exact algorithm (that we called GKKPV) for the MSR problem restricted to Euclidean plane. Since our algorithm follows the same steps as the GKKPV algorithm for MSR, recall the overview of that algorithm along with the necessary lemmas for its proof of correctness that we presented in Section 2.1.3.

Let \( \text{CH}(C) \) be the convex hull of the points in a cluster \( C \). Consider two clusters \( C_1 \) and \( C_2 \) of an optimum solution. If \( \text{CH}(C_1) \) and \( \text{CH}(C_2) \) intersect, we can replace the two clusters with one containing all the points in \( C_1 \cup C_2 \) without increasing the total diameter. Thus, without loss
of generality, we can focus on the solutions in which the convex-hulls of their clusters are disjoint. Therefore, each cluster can be unambiguously defined by its convex-hull. This convex-hull belongs to the set of convex polygons having all corners from \( V \). Let \( \mathcal{P} \) be the set of these convex polygons. For this reason, from now on, when we say a cluster, we consider a convex polygon in \( \mathcal{P} \).

There are three main difficulties in extending the arguments of GKKPV for MSR to MSD. First, as we have seen before in the MSR problem, one can bound the number of distinct maximal clusters that can appear in a solution by \( n^2 \). This allows one to enumerate over all possible clusters (and more generally over all constant size subsets of clusters) that appear in an optimal solution. This fact is critically used in the GKKPV algorithm. For the MSD problem, we do not have such a nice (i.e. polynomially bounded) characterization of clusters that can appear in an optimum solution. To overcome this obstacle, we show that for every cluster \( C \), there is a cluster \( C' \) enclosing it whose diameter is at most a factor \((1 + \epsilon)\) of the diameter of \( C \), and \( C' \) belongs to a polynomial size set of polygons. The critical property of \( C' \) is that it is simpler to describe: it is determined by \( O(1/\epsilon) \) points of input.

The second difficulty in adapting the GKKPV algorithm is that they show one cannot have too many large clusters close to a rectangle of comparable length in any optimum solution (Lemma 2.1.2). To prove this, they use the simple fact that no disc (cluster) in an optimum solution can contain the center of another disc (cluster) as otherwise one can merge the two clusters into one with smaller total radius. In the MSD problem, clusters are not necessarily defined by a disc and there is no notion of center here. We can potentially have many thin (e.g. non-fat triangles) and non-overlapping polygons of an optimum solution inside a region. We can still argue that in an optimum solution, we cannot have too many large clusters in a bounded region but the packing argument is different from that of [GKK+12] (see Lemma 2.4.4). Third, when we fix the first two issues, some parts of the correctness proof fails and we need to prove some extra properties to handle this new difficulty.

We start by stating a special case of Jung’s theorem about the minimum enclosing ball of a set of points in \( \mathbb{R}^n \) (when \( n = 2 \)) and a definition that will be used later.

**Lemma 2.4.1** [Jun01] A convex polygon in \( \mathbb{R}^2 \) with diameter \( D \) has an enclosing circle with radius at most \( \sqrt{3D}/3 \).

**Definition 2.4.1** A **\( \sigma \)-restricted polygon** is a convex polygon with at most \( \sigma \) sides such that each side contains (not necessarily at the corners) at least two points of \( V \).

We emphasize that each corner of a \( \sigma \)-restricted polygon is not necessarily a point of \( V \); it is obtained from the intersection of two lines each of which contains at least two points of \( V \).

**Lemma 2.4.2** For any convex polygon \( P \) and fixed \( \epsilon > 0 \), there is a \( \sigma(\epsilon) \)-restricted polygon \( Q \) with \( \sigma(\epsilon) = 13 + \frac{4\sqrt{3\pi}}{\epsilon} \approx 13 + \frac{7.26}{\epsilon} \), satisfying the following properties:

1. \( Q \) contains \( P \),
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2. \( \text{diam}(Q) \leq (1 + \epsilon) \text{diam}(P) \),

3. For any vertical or horizontal line \( \ell \), \( \ell \) intersects \( P \) if and only if \( \ell \) intersects \( Q \).

**Proof.** The sides of \( Q \) are extensions of a subset of sides of \( P \) that we choose. In other words, we choose a subset of sides of \( P \), consider the straight lines extending these sides and the convex polygon defined by these lines is the polygon \( Q \). The number of sides of \( Q \) is exactly equal to the size of the chosen subset of sides of \( P \). Clearly, if we choose \( Q \) this way, it encloses \( P \) and therefore contains \( P \). We show there is a subset of size \( \sigma(\epsilon) \) of sides of \( P \), call it \( S \), such that the resulting polygon \( Q \) satisfies Properties 2 and 3 as well.

Let us order the vertices of \( P \) in clock-wise order \( u_1, u_2, \ldots \) (starting from the left-most corner of \( P \)). We traverse the sides of \( P \) in clockwise order and choose some of them along the way, starting with selecting \( u_1u_2 \), and select only a small number of sides in total. In order to satisfy Property 3, we also make sure that the left-most, top-most, right-most, and bottom-most corners of \( P \) are selected to be in \( Q \) (along with the two sides defining those corners of \( P \)). So first, we choose the (at most) 8 sides defining each of these (at most) 4 corners of \( P \) and let \( S \) consists of these sides. The remaining sides added to \( Q \) are obtained by traversing on the sides of \( P \) (in clock-wise order) starting from \( u_1u_2 \) and we add them (if not already among those 8 sides) according to the following rules.

Let \( D \) be \( \text{diam}(P) \). Suppose the last side chosen was \( u_iu_{i+1} \). We call \( u_ju_{j+1} (j \geq i + 1) \) dismissible with respect to \( u_iu_{i+1} \) if it satisfies both of the following conditions (see Figure 2.3):

- its angle, say \( \theta \), with \( u_iu_{i+1} \) is less than \( \pi/2 \),
- \( \text{dist}(u_{i+1}, u_j) \leq \epsilon D/2 \).

Let \( j \) be the largest index such that \( u_ju_{j+1} \) is dismissible with respect to the last chosen side. Then, we add this side to \( S \), and continue until we arrive at \( u_1u_2 \). We let \( Q \) be the convex polygon defined by the set of straight lines obtained from the sides in \( S \). Note that \( Q \) satisfies Property 3.

Let \( R \) be the perimeter of \( P \). By Lemma 2.4.1, \( P \) can be enclosed by a circle of perimeter \( 2\sqrt{3}\pi D/3 \) and hence, we have \( R \leq 2\sqrt{3}\pi D/3 \). It is not hard to see that we choose at most
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2π/(π/2) sides, because of the first condition in definition of a dismissible side and we choose at most $R/\epsilon D/2$ sides, because of the second condition. Therefore, we choose a total of at most $1 + 4 + 4\sqrt{3}\pi \frac{1}{\epsilon}$ sides in our traversal. Given that we add at most 8 sides for the left-most, top-most, right-most, and bottom-most vertices of $P$, we have $|S| \leq 13 + \frac{4\sqrt{3}\pi}{3} \frac{1}{\epsilon}$.

It only remains to show that $\text{diam}(Q) \leq (1 + \epsilon)D$. It is enough to show that for any two corners of $Q$ their distance is at most $(1 + \epsilon)D$. Consider two arbitrary corners of $Q$, say $v$ and $w$, and the line segment $\ell$ connecting these points. At most two segments of $\ell$ may be outside of $P$ and this happens when both $v$ and $w$ are not corners of $P$. The section of $\ell$ that lies inside $P$ has clearly length at most $D$. We prove that each of the (at most) two segments of $\ell$ which lies in between $P$ and $Q$ has length at most $\epsilon D/2$. Let us assume that $v$ is the corner obtained from the two lines that contain sides $u_iu_{i+1}$ and $u_ju_{j+1}$ of $P$ and consider the segment of $\ell$ that has $v$ as an end-point (see Figure 2.3). Let $X$ be the other end-point of it, which is a cross point of $P$ and $\ell$. We also name the cross-point of $vw$ and $u_{i+1}u_j$ point $Y$. Let $x$ be the length of $vX$ and let $y$ be the length of $vY$. Because of the convexity of $P$, we must have $y \geq x$. Consider the triangle $u_{i+1}vu_j$. Since the angle of lines $u_iu_{i+1}$ and $u_ju_{j+1}$, $\theta$, is less than $\pi/2$, the angle $u_{i+1}vu_j \geq \pi/2$, which implies $u_{i+1}u_j$ is the longest side of triangle $u_{i+1}vu_j$. We know that the length of $u_{i+1}u_j$ is at most $\epsilon D/2$. We also know that a segment enclosed in a triangle has length at most equal to the longest side of the triangle. Thus, we must have $y \leq \epsilon D/2$ which implies $x \leq \epsilon D/2$, as wanted.

Let OPT denote an optimal solution. The above lemma implies that for every cluster $P$ of OPT, there is a $\sigma(\epsilon)$-restricted polygon $Q$ containing all the points of $P$ such that $\text{diam}(Q) \leq (1 + \epsilon)\text{diam}(P)$. Thus, if we replace each cluster $P$ with the set of points in the corresponding $\sigma(\epsilon)$-restricted polygon (breaking the ties for the points that belong to different $\sigma(\epsilon)$-restricted polygons arbitrarily), we find a $(1 + \epsilon)$-approximate solution. This enables us to use essentially the same Algorithm 2.1.1 ($i.e.$, GKKPV algorithm), where we enumerate over $\sigma(\epsilon)$-restricted polygons (instead of all clusters), which is a polynomially bounded set of polygons.

Let $R_0$ be a rectangle containing all the points of $V$. First, we define a $\Theta(n)$ size set of separators. The notion of a balanced rectangle and a separator line is the same. A vertical (horizontal) line is called critical if it passes through a point in the input. It is not hard to see that all vertical (horizontal) lines between two consecutive critical vertical (horizontal) lines are equivalent in the sense that they intersect the same set of clusters (recall that the clusters are convex polygons). Choose an arbitrary vertical (horizontal) line between each consecutive critical (horizontal) critical lines. As before, let $L(R)$ show the separators of a rectangle $R$ from these chosen lines and the leftmost and rightmost separators of it.

We apply the following modifications to Algorithm 2.1.1 to obtain our PTAS (Algorithm 2.4.1). We substitute $D$ with $Q$, which is the set of all $\sigma(\epsilon)$-restricted polygons, $i.e.$, for each $\sigma(\epsilon)$-restricted polygon $Q$, the set of points in $Q$ forms a cluster in $Q$. By definition of a $\sigma(\epsilon)$-restricted polygon,
Algorithm 2.4.1 Recursive Clustering for Euclidean MSD: DC($R, \kappa, T$)

1: If TABLE[$V \cap R, \kappa, T$] is created then return its value; otherwise create it.
2: Let $X = \{x : x \in V \cap R, x$ is not covered by $T\}$. If $X = \emptyset$ then TABLE[$V \cap R, \kappa, T$] $\leftarrow \emptyset$ and return $\emptyset$.
3: If $\kappa = 0$, let TABLE[$V \cap R, \kappa, T$] $\leftarrow \{I\}$ (infeasible) and return $\{I\}$.
4: If $|X| = 1$, let TABLE[$V \cap R, \kappa, T$] be the solution with a singleton cluster and return its value.
5: Let $R'$ be a minimal balanced rectangle containing $V \cap R$.
6: Initialize $Q' \leftarrow \{I\}$.
7: for all choices $\ell \in L(R')$ do
8:     for all choices of a set $Q_0 \subseteq Q$ of size at most 4 that intersect $\ell$ do
9:         for all choices of $\kappa_1, \kappa_2 \geq 0$ with $\kappa_1 + \kappa_2 + |Q_0| \leq \kappa$ do
10:             Let $R_1$ and $R_2$ be the two rectangles obtained from cutting $R'$ by $\ell$. Let $T_1 = \{Q \in T \cup Q_0 : Q$ intersects $R_1\}$ and $T_2 = \{Q \in T \cup Q_0 : Q$ intersects $R_2\}$.
11:                 if $|T_1| \leq \beta$ and $|T_2| \leq \beta$ then
12:                     Recursively call DC($R_1, \kappa_1, T_1$) and DC($R_2, \kappa_2, T_2$).
13:                     if cost($Q_0 \cup$ TABLE[$V \cap R_1, \kappa_1, T_1$] $\cup$ TABLE[$V \cap R_2, \kappa_2, T_2$]) $<$ cost($Q'$) then
14:                         Update $Q' \leftarrow Q_0 \cup$ TABLE[$V \cap R_1, \kappa_1, T_1$] $\cup$ TABLE[$V \cap R_2, \kappa_2, T_2$].
15:             end if
16:         end for
17:     end for
18: end for
19: end for
20: Assign TABLE[$V \cap R, \kappa, T$] $\leftarrow Q'$ and return its value.

Note that for each cluster $P \in \mathcal{P}$, there is a cluster $Q \in Q$ with $\text{diam}(Q) \leq (1 + \epsilon) \cdot \text{diam}(P)$, by Lemma 2.4.2. We fix an arbitrary such cluster $Q$ and call it the representative of $P$ and denote it by $\text{Rep}(P)$. Note that (again by Lemma 2.4.2):

**Corollary 2.4.1** A vertical (or horizontal) line intersects a cluster $P$ if and only if it intersects $\text{Rep}(P)$. In particular for every axis-parallel rectangle $R$, $P$ intersects $R$ if and only if $\text{Rep}(P)$ intersects $R$.

Note that although we have an exponential number of clusters in $\mathcal{P}$, we have a polynomially bounded size set of representatives. For a set of clusters $\tilde{\mathcal{P}}$, we use $\text{Rep}(\tilde{\mathcal{P}})$ to denote the set of clusters in $Q$ that are representative of clusters in $\tilde{\mathcal{P}}$. In particular, $\text{Rep}(\text{OPT})$ are the representative clusters of OPT.

We keep the same dynamic programming table, TABLE[$V \cap R, \kappa, T$], which stores a cover with at most $\kappa$ clusters of $Q$ having cost within $(1 + \epsilon)$ factor of the optimum cover for the set of points \{ $q : q \in V \cap R, q$ is not covered by $T$\}. We only consider sets $T \subseteq Q$ with size at most $\beta \leq 83$. Similar to GKKPV algorithm, we later show that considering sets of at most this size is enough to get a solution within factor $1 + \epsilon$ of the optimum value. As a result, the size of the table is polynomially bounded. Also, we substitute $\mathcal{D}_0$ with a set $Q_0 \subseteq Q$ in line 8 and change the bound of 12 for $|\mathcal{D}_0|$ to a bound of 4 for $|Q_0|$. This comes from the Lemma 2.4.3 which is the equivalent version of Lemma 2.1.1 for the Euclidean MSR problem. In addition, we use $\beta = 83$ for the bounds of $|T_1|$ and $|T_2|$ in line 11. Also, Lemma 2.4.4 is the equivalent version of Lemma 2.1.2. As we stated before, Gibson et al.’s proof strategy does not work here and we use a new packing argument to prove this lemma. The new lemmas are as follows:
Lemma 2.4.3 Suppose $R$ is a rectangle containing a set of points $V' \subseteq V$ and $O$ is an optimum solution of MSD on $V'$. Let $Q'$ be the set of representatives of clusters of $O$. Then there is a separator $\ell$ for $R$ such that it intersects at most 4 clusters of $O$ (and their representatives in $Q'$).

Proof. Let $a$ be the length of the longer side of $R$. If one chooses a separator $\ell$ uniformly at random, then the probability that $\ell$ intersects a cluster $P \in O$ is at most $\text{diam}(P)/(a/3)$ (recall that the separators are in the middle one third of a rectangle). So the expected number of clusters of $O$ that intersect $\ell$ is $\sum_{P \in O} \text{diam}(P)/a \leq 3 \cdot \text{cost}(O)/a \leq 3\sqrt{2} < 4.25$, because $\text{cost}(O) \leq \sqrt{2a}$ as they all are inside $R$. So there is a separator $\ell$ that intersects at most 4 clusters of $O$, and by Corollary 2.4.1, it intersects at most 4 representative clusters of them in $Q'$.

Lemma 2.4.4 A rectangle $R$ of length $a$ intersects at most 3 clusters of $\text{OPT}$ with diameter at least $a$.

Proof. Let $\text{OPT}'$ be the set of clusters of $\text{OPT}$ with diameter at least $a$ that are intersecting $R$. By way of contradiction, assume that $C_1, C_2, C_3, $ and $C_4$ are four clusters of $\text{OPT}'$ with diameters $d_1, d_2, d_3, $ and $d_4$ each intersecting $R$. Without loss of generality, assume that $d_1 \geq d_2 \geq d_3 \geq d_4 \geq a$. This implies that the distance of any two points $u, v \in C_1 \cup C_2 \cup C_3 \cup C_4$ is at most $d_1 + d_2 + \sqrt{2a}$ since the total distance from $u$ and $v$ to $R$ is at most $d_1 + d_2$ and the diameter of $R$ is at most $\sqrt{2a}$. But $d_1 + d_2 + \sqrt{2a} < d_1 + d_2 + d_3 + d_4$, so if one replaces these 4 clusters of $\text{OPT}$ with one single cluster (containing all those points), the total diameter decreases, which is a contradiction.

Corollary 2.4.2 A rectangle $R$ of length $a$ intersects at most 3 clusters, which are representatives of clusters of diameter at least $a$ in $\text{OPT}$.

Note that Lemma 2.1.3 still holds here as it is based on the properties of balanced rectangles and separator lines, which we did not change. We prove the following Lemma which is the equivalent version of Lemma 3.2 in [GKK+12].

Lemma 2.4.5 Suppose that $\text{DC}(R, \kappa, T)$ is called at some level of recursion by top-level invocation to $\text{DC}(R_0, k, \emptyset)$ in Algorithm 2.4.1. Let $T' \subseteq \text{OPT}$ be those clusters of $\text{OPT}$ that have a point in both $V \cap R$ as well as a point in $V \setminus R$ and suppose $T = \text{Rep}(T')$. Also, let $X' = \{x : x \in V \cap R, \ x \text{ is not covered by } T'\} \text{ and } X = \{x : x \in V \cap R, \ x \text{ is not covered by } T\}$, and $\text{OPT}'$ be the set of clusters of $\text{OPT}$ that contain a point in $X'$. Suppose that $\kappa \geq |\text{OPT}'|$. Then after calling $\text{DC}(R, \kappa, T)$, $\text{TABLE}(V \cap R, \kappa, T)$ contains a $\kappa$-cover for $X$ whose cost is at most $(1+\epsilon) \cdot \text{cost}(\text{OPT}')$.

Proof. The proof is similar to that of Lemma 3.2 in [GKK+12] and is by induction on $|V \cap R|$. The proof of base cases is straightforward. When $|X| < 2$, the reader can verify that the algorithm returns an optimal solution in the lines 2 to 4.
Consider the case that \(|X| \geq 2\), and recall that \(R'\) is a balanced rectangle over points of \(V \cap R\). Without loss of generality, assume the separators of \(R'\) are vertical. First note that OPT' is an optimum solution for \(X'\) with \(|\text{OPT}'\)| clusters since each point in \((V \cap R) \setminus X'\) is covered by \(T'\). Therefore, using Lemma 2.4.3, \(R'\) has a separator \(\ell'\) that intersects at most 4 clusters of OPT'; let \(S\) be that set of clusters of OPT' and let \(\tilde{Q}_0 = \text{Rep}(S)\). We can move \(\ell'\) to be one of the separators in \(L(R')\); so we consider the choice of \(\ell \in L(R')\) in the algorithm that intersects only set \(S\) of those in OPT' and consequently, only \(\tilde{Q}_0\).

Consider the iterations of the loops in lines 7 and 8 where \(\ell\) is chosen as above and \(Q_0\) is chosen to be \(\tilde{Q}_0\), and \(\kappa_1\) and \(\kappa_2\) are the numbers of clusters of OPT' to the left and right of \(\ell\), respectively. Similarly, we denote the subsets of OPT' to the left and right of \(\ell\) by OPT'_1 and OPT'_2, respectively. We define \(T'_1 = \{C \in T' \cup S : C \text{ intersects } R_1\}\) and \(T'_2 = \{C \in T' \cup S : C \text{ intersects } R_2\}\). Note that from the definitions of \(T, T', S, Q_0,\) and Corollary 2.4.1, it follows that \(T_1 = \text{Rep}(T'_1)\) and \(T_2 = \text{Rep}(T'_2)\). Observe that \(T'_1 \subseteq \text{OPT}\) and \(T'_1\) contains every cluster of OPT that contains a point in both \(V \cap R_1\) as well as a point in \(V \setminus R_1\). Also, \(OPT'_2\) is the set of clusters of OPT' that contain points in \(X'_1 = \{x : x \in V \cap R_1, x \text{ is not covered by } T'_1\}\) and \(|OPT'_1| = \kappa_1\). Let us define \(X_1 = \{x : x \in V \cap R_1, x \text{ is not covered by } T_1\}\). Thus, we can use induction hypothesis on the call to DC\((R_1, \kappa_1, T_1)\) so that the entry \(\text{TABLE}[V \cap R_1, \kappa_1, T_1]\) contains a \(\kappa_1\)-cover of \(X_1\) of cost at most \((1 + \epsilon)\text{cost(OPT'}_1)\). Similarly, after call DC\((R_2, \kappa_2, T_2)\), the entry \(\text{TABLE}[V \cap R_2, \kappa_2, T_2]\) contains a \(\kappa_2\)-cover of \(X_2\) of cost at most \((1 + \epsilon)\text{cost(OPT'}_2)\), where \(X_2 = \{x : x \in V \cap R_2, x \text{ is not covered by } T_2\}\). Thus, the clusters in \(Q_0 \cup \text{TABLE}[V \cap R_1, \kappa_1, T_1] \cup \text{TABLE}[V \cap R_2, \kappa_2, T_2]\) form a \(\kappa\)-cover of \(X\) with cost at most \((1 + \epsilon)\text{cost}(S) + (1 + \epsilon)(\text{cost(OPT'}_1) + \text{cost(OPT'}_2)) \leq (1 + \epsilon) \cdot \text{cost(OPT')}\).

It only remains to show that \(|T_1|, |T_2| \leq 83\) and as a result, we actually call DC\((R_1, \kappa_1, T_1)\) and DC\((R_2, \kappa_2, T_2)\). The argument for this is similar to that in Lemma 3.2 of [GKK+12] whose outline was given at the end of Section 2.1.3. We prove this for \(|T_1|\) and the case of \(|T_2|\) is analogous. Suppose we have called DC\((\bar{R}_0, \cdot, \cdot), \ldots, \text{DC}(\bar{R}_t, \cdot, \cdot)\) before arriving at instance \((R, \kappa, T)\), where \(R_\ell = R\). Then it follows that \(T_1 \subseteq \bigcup_{j=0}^t Q_0(\bar{R}_j)\). Assuming that \(R_1\) in the algorithm has length \(a\), we take \(\bar{R}\) to be the square of side \(3a\) with the same center as \(R_1\). By Lemma 2.1.3, the number of vertical (horizontal) separators \(\ell(\bar{R}_0), \ldots, \ell(\bar{R}_t)\) that intersect \(\bar{R}\) is at most \((3a)/(a/3) + 1 = 10\) (as they are at least \(a/3\) apart). Therefore, using Lemma 2.4.3, the number of clusters of \(T_1\) that belong to \(Q_0(\bar{R}_j)\) (for those \(j\)'s) is at most \(4 \times 20 = 80\), i.e., 4 for each of 20 vertical and horizontal separators that intersect \(\bar{R}\). Now we bound the number of clusters of \(T_1\) that belong to a \(Q_0(\bar{R}_j)\) where \(\ell(\bar{R}_j)\) does not intersect \(\bar{R}\). These clusters must have diameter at least \(a\) as they intersect both \(R_1\) as well as \(\ell(\bar{R}_j)\). From Corollary 2.4.2, the number of such clusters is bounded by 3. Thus, we have \(|T_1| \leq 83\).

It follows from Lemma 2.4.5 that after the call to DC\((R_0, k, \emptyset)\) the entry \(\text{TABLE}[V, k, \emptyset]\) contains
a \((1 + \epsilon)\)-approximate solution for \(V\). This completes the proof of Theorem 2.2.3.

**Remark 2.4.1** We believe that this algorithm can be extended to three-dimensional Euclidean space or perhaps, any fixed dimension Euclidean space. The extension of all lemmas except Lemma 2.4.2 is similar to the extension of [GKK+12] for the MSR problem. If one can prove a statement similar to Lemma 2.4.2 in higher dimensions (which we believe should be possible for three dimensions), our algorithm generalizes to higher dimensions.

### 2.5 MSD with constant \(k\)

Recall that Hansen and Jaumard [HJ87] presented an exact algorithm for the MSD problem when \(k = 2\), but the case of constant \(k > 2\) has been open. The reader may ask why their algorithm fails to generalize to this case. Let us consider the case of \(k = 3\). Recall the details of their algorithm from Section 2.1.3. The first step is to guess the diameter of the clusters, which we can do for the case of \(k = 3\) in polynomial time, too. In case of \(k = 2\), they use a boolean variable to represent the cluster of each vertex, but here the variable that shows the cluster of each vertex should have 3 values. Therefore, if we try to model the problem this way, we need to solve a constraint satisfaction problem which is hard in general case. Also, one may try to model the problem with boolean variables in the following way. We associate three variables \(x_{vi}\) to each vertex \(v\) for \(1 \leq i \leq 3\). Here, only one of these variables must be true that shows the cluster of this vertex. Unfortunately, this modelling results in a \(3\)-SAT instance, which is again \(\text{NP}\)-hard in general form.

Our approach is as follows. Define a *canonical optimal solution* as before, i.e., among the optimal solutions, a *canonical optimal* solution is a solution with the minimum possible number of clusters. We denote the set of all the distinct distances between vertices in the input graph by \(\mathcal{D}\). We have the following trivial observations:

**Observation 2.5.1** Let \(C_1^*\) and \(C_2^*\) be two clusters in a canonical optimal solution. There is a vertex \(v\) in \(C_1^*\) and a vertex \(u\) in \(C_2^*\) such that \(\text{dist}(u, v) > \text{diam}(C_1^*) + \text{diam}(C_2^*)\).

**Observation 2.5.2** The size of \(\mathcal{D}\) is at most \(n^2\). In addition, the diameter of any cluster in an optimal solution is in \(\mathcal{D}\).

The general idea of the algorithm (Algorithm 2.5.1) is as follows. Since the size of \(\mathcal{D}\) is polynomially bounded, we can guess the diameters of clusters in an optimal solution (done in Line 3 of Algorithm 2.5.1). Consider a canonical optimal solution and two clusters \(C_1^*\) and \(C_2^*\) in it with diameters \(D_1\) and \(D_2\) that we have already guessed. By Observation 2.5.1, there is a vertex \(v\) in \(C_1^*\) and a vertex \(u\) in \(C_2^*\) such that \(\text{dist}(u, v) > \text{diam}(C_1^*) + \text{diam}(C_2^*)\). Denote by \(V_1\) and \(V_2\) the set of vertices with distance at most \(D_1\) from \(v\) and distance at most \(D_2\) from \(u\), respectively. The crucial observations are that \(C_1^*\) and \(C_2^*\) are subsets of \(V_1\) and \(V_2\), respectively and \(V_1\) and \(V_2\) are disjoint. As a result, if we guess the vertices \(u\) and \(v\) (done in Line 4) and compute \(V_1\) and \(V_2\), we
have separated the set of vertices that can be in $C_1^*$ and $C_2^*$. If we do the same process for all pairs of clusters, we can separate the vertices that can be in a specific optimal cluster from the vertices in other optimal clusters, which is equivalent to finding the clusters in an optimal solution.

****Algorithm 2.5.1 BestCover($G, k$)****

**Require:** A graph $G$ and an integer $k > 0$

**Ensure:** An optimal clustering $C$

1. Initialize $C$ with the cluster containing all the vertices.
2. for all $2 \leq q \leq k$
   3. for all choices of $q$ values $D_1, \ldots, D_q$ from $D$
      4. for all choices of $q$ groups $S_1, \ldots, S_q$ of at most $q - 1$ vertices each
         5. for all $1 \leq i \leq q$
            6. Compute $V_i$ the set of vertices with distance at most $D_i$ from all the vertices in $S_i$
            7. if there are two vertices in $V_i$ with distance more than $D_i$
               8. Discard this choice of $S_1, \ldots, S_q$ and go to Step 4.
            9. if $\bigcup_{i=1}^{q} V_i \neq V$ then
               10. Discard this choice of $S_1, \ldots, S_q$ and go to Step 4.
      11. if $\sum_{i=1}^{q} D_i$ is less than cost of $C$
          12. Update $C$ with the solution $V_1, \ldots, V_q$.
      13. return $C$.

The correctness of this algorithm is stated in the following theorem, which implies Theorem 2.2.4.

**Theorem 2.5.1** Algorithm 2.5.1 returns an optimal solution for the MSD problem in polynomial time when $k$ is a constant.

**Proof.** We first show that the algorithm runs in polynomial time. Assume we know the distances between all the pairs of vertices and the numbers in set $D$ by running an all-pairs-shortest-path algorithm in a preprocessing step. There are $O(k)$ choices in Step 2. In Step 3, we choose at most $k$ values from the set $D$. By Observation 2.5.2, there are $O(n^{2k})$ choices for this step. In Step 4, we choose at most $k(k-1)$ vertices from $V$. There are $O(n^{k(k-1)})$ choices for this step. It is not hard to see that the body of for-loop in Step 4 takes $O(kn^2)$. As a result, the final running time is in $O(k^2n^k + k^2 + k^2)$, which is a polynomial for constant $k$.

One can verify that when the algorithm is in Step 11, $V_1, \ldots, V_q$ is a feasible solution with cost $\sum_{i=1}^{q} D_i$. Therefore, we just need to prove that for some choices in the for-loops, we encounter an optimal solution in Step 11. Consider a canonical optimal solution $C^* = \{C_1^*, \ldots, C_k^*\}$. Consider the iteration in Step 2 that $q = k^*$. By Observation 2.5.2, we have $\text{diam}(C_i^*) \in D$ for all $1 \leq i \leq q$.

Consider the iteration in Step 3 that $D_i = \text{diam}(C_i^*)$ for all $1 \leq i \leq q$. By observation 2.5.1, for all $1 \leq i \neq j \leq q$, there are vertices in $C_i^*$ and $C_j^*$, say $v_i^{(i)}$ and $v_j^{(j)}$, respectively, such that $\text{dist}(v_i^{(i)}, v_j^{(j)}) > D_i + D_j$. Consider the iteration in Step 4 that $S_i = \{v_i^{(i)} : 1 \leq j \leq q, j \neq i\}$.

We shortly prove that for each $1 \leq i \leq q$, the $V_i$ computed from this choice of $S_i$ is equal to $C_i^*$ and as a result, for the above mentioned choices in the for-loops, we encounter an optimal solution in Step 11.

Clearly, we have $S_i \subseteq C_i^*$ and hence, each vertex in $C_i^*$ has distance at most $D_i$ from all the
vertices in $S_i$. Thus, we must have $C_i^* \subseteq V_i$. In addition, for any $i \neq j$, we must have $V_i \cap V_j = \emptyset$.

The reason is that if there is at least a vertex, say $u$, in the intersection of these sets, by definition of $V_i$ and $V_j$, we have $\text{dist}(v^{(i)}_j, u) \leq D_i$ and $\text{dist}(v^{(j)}_i, u) \leq D_j$. Therefore, we must have $\text{dist}(v^{(i)}_j, v^{(j)}_i) \leq D_i + D_j$, which is a contradiction. We claim that $V_i \setminus C^*_i = \emptyset$ and in other words, $V_i = C^*_i$. Assume there is at least one vertex in $V_i \setminus C^*_i$, say $u$. Let $C^*_j$ be a cluster covering $u$ where trivially $j \neq i$. Clearly, we have $u \in V_j$ that means $u \in V_i \cap V_j$, which is a contradiction. 

\section{2.6 Asymmetric metrics}

We have two simple results for asymmetric metrics. First, in Proposition 2.6.1, we show that all the results for the MSD problem extend to the asymmetric version. Second, in Proposition 2.6.2, we show that the asymmetric MSR problem is not approximable within a factor better than $\ln(n-k)$. As a result, it is highly unlikely to improve upon the ratio $H_{n-k}$ of Charikar and Panigrahy’s algorithm by more than an additive constant, because $\lim_{n \to \infty} (H(n) - \ln(n)) = \gamma \approx 0.577$. These two simple results almost answer all remaining open questions related to the asymmetric MSD and MSR problems.

**Proposition 2.6.1** The asymmetric MSD (AMSD) problem reduces to the MSD problem.

**Proof.** We modify an instance of AMSD to an instance of MSD. Let $u$ and $v$ be two arbitrary vertices such that $d(u, v) > d(v, u)$. We set $d(v, u)$ equal to $d(u, v)$. We do this for all such pairs of vertices. We claim that this modification keeps the triangle inequality intact. Let $u, v$ and $w$ be three arbitrary vertices and the distance function before the modification be $d$ and after modification be $d'$. Also, assume that $d(u, v) > d(v, u)$. Now, in the new instance, we have $d'(u, v) = d(u, v) \leq d(u, w) + d(w, v) \leq d'(u, w) + d'(w, v)$, where we use the fact that $d(u, w) \leq d'(u, w)$ and $d(w, v) \leq d'(w, v)$. Since $d'$ is symmetric and $u, v$ and $w$ are arbitrary vertices, we conclude that $d'$ satisfies triangle inequality. In addition, it is easy to check that this modification does not change the diameter of a cluster. In other words, any clustering has the same cost on the AMSD and MSD instance. Therefore, any $\alpha$-approximation for MSD gives an $\alpha$-approximation for ASMD and vice versa. 

**Proposition 2.6.2** The asymmetric MSR problem is $\text{NP}$-hard to approximate within factor $(1 - \delta) \ln(n-k)$ for any constant $\delta > 0$, unless $\text{NP} \subseteq \text{DTIME}(n^{O(\log \log(n))})$.

**Proof.** We get this hardness by a simple reduction from the set cover problem. In the set cover problem, given a set of elements $U = \{e_1, \ldots, e_p\}$ and a family $\mathcal{F} = \{S_1, \ldots, S_m\}$ of subsets of $U$, we want to choose the minimum number of subsets from $\mathcal{F}$ that cover $U$, i.e., their union is equal to $U$. 
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Given an instance of the set cover problem, we create an instance of the asymmetric MSR problem as follows. There is a vertex $v_{S_i}$ for each set $S_i$ of $F$ and a vertex $v_{e_j}$ for each element $e_j$ of $U$ in the graph. Thus, we have $n = m + p$ vertices in the graph. There is a unit cost edge from each $v_{S_i}$ to all vertices $v_{e_j}$ such that $e_j \in S_i$. The cost of all other edges is $\infty$. To complete the instance we let $k$ to be equal to $m$.

A solution for this instance of MSR having bounded cost must choose all $v_{S_i}$ vertices as centers of clusters. The reason is that each $v_{S_i}$ can be covered only by itself with bounded cost. Thus, in a solution having bounded cost, we have some clusters around the $v_{S_i}$ vertices where some of them have radius 0 and some have radius 1. As a consequence, any solution having bounded cost corresponds to a solution for the set cover problem. Thus, if there is a $(1 - \delta) \ln(n - k)$-approximation for the asymmetric MSR problem for any constant $\delta > 0$, it gives a $(1 - \delta) \ln(p)$-approximation for the set cover problem. By Feige’s hardness result for the set cover problem [Fei98], this is impossible unless $\text{NP} \subseteq \text{DTIME}(n^{\log \log(n)})$.

2.7 Further Attempts

As we stated before, the QPTAS of Gibson et al. [GKK+10] gives strong evidence for the existence of a PTAS for the MSR problem, while the current best approximation algorithm for this problem is the decade old $(3.504 + \epsilon)$-approximation algorithm of Charikar and Panigrahy [CP01]. It is an important open question to improve this approximation ratio. Below, we describe some possible natural approaches that one might try to tackle this question, and the difficulties in each approach. These difficulties suggest that substantially new ideas may be required to answer this open question.

2.7.1 Local Search Attempts

The natural local search algorithm to consider for the MSR problem is the $p$-swap local search algorithm that is proved to be successful for the $k$-median problem [AGK+01]. Recall the definition of this problem from Section 1.2. The $p$-swap algorithm for the $k$-median problem is as follows. We start with $k$ arbitrary medians. We assign each vertex to its closest median to find the best solution with respect to this set of medians. At each iteration, we consider swapping each subset of size $p$ of the medians with another subset of $p$ vertices and find the value of new solution. If the swap results in an improvement, we update the set of medians and proceed to the next iteration. If no swap operation improves the solution, we stop and return the current set of medians as our answer. The running time of this algorithm is in $n^{O(p)}$ which is a polynomial in the size of input for a constant $p$. Arya et al. [AGK+01] showed that the approximation ratio of this algorithm is $3 + \frac{2}{p}$.

Unfortunately, a similar strategy does not work for the MSR problem. One problem is that given a set of $k$ centers, we do not know how to assign a radius to these centers to cover all the vertices and minimize the total radii. One option is to use the 2-approximation algorithm that we presented
in Proposition 2.3.2, but there is a more serious problem. Assume that we know how to optimally assign the radii to the guessed set of centers, so we could adapt a similar $p$-swap algorithm for the MSR problem. We show that the $p$-swap algorithm has an unbounded locality gap.

We choose $k = q(p+1) + 1$ for some integer $q$. Consider the unweighted graph in Figure 2.4. This graph is formed by a spider graph (on the left side of the figure) connected with an edge to a vertex, say $u$, of a complete graph having $k-1$ vertices (on the right side of the figure). The spider graph is formed by $p+1$ paths $x_iy_i$ for $1 \leq i \leq p+1$, which are each connected to the vertex $v$ with an edge. The number of edges in each path is $q-1 = \frac{k-1}{p+1} - 1$. Therefore, this graph has $(p+1)(\frac{k-1}{p+1}) + 1 + k - 1 = 2k - 1$ vertices in total.

![Figure 2.4: The graph of an instance with unbounded locality gap. This graph is formed by paths $x_iy_i$ for $1 \leq i \leq p+1$ where each path has length $q-1$. All these paths are connected to the vertex $v$ with an edge and $x_{p+1}$ is connected to a complete graph of size $k-1$ at the vertex $u$.](image)

Consider a solution for this instance in which all the vertices in the complete graph and the vertex $v$ are the centers. The cost of the best solution with these centers is $q$. This is a local solution. The reason is that no matter how one swaps $p$ vertices, we will not have a center on one of the $x_iy_i$ paths and hence, we must pay at least $q$, which does not improve the solution. Now, the cost of the global solution is 1. To see this, we give the following solution. Place a center on all vertices of each path except $x_{p+1}$ and a center on $v$ ($k-1$ centers in total). Assign radius 0 to all these $k-1$ centers. Place a center on $u$ and assign radius 1 to it so that it covers the whole complete graph of $k-1$ vertices and $v_{p+1}$. The cost of this solution is 1. Therefore, the locality gap is $q = \frac{k-1}{p+1} = \Theta(k)$.

Finally, we should mention that one may try to get around this problem by using Algorithm 2.1.1. In other words, we guess the number of zero balls and then, we only have a set of vertices for the location of zero balls. We determine the location of non-zero balls optimally by utilizing Algorithm 2.1.1. Thus, we can have a similar $p$-swap local search algorithm with the difference that now we only determine the location of zero balls by the local search operation. Unfortunately, one can verify that the same example as above has a bad locality gap. First, notice that there is only one optimal solution for this instance, which is the one we described above. This solution has exactly $k-1$ zero balls and this is the size of the set of vertices that we must use in the new local search algorithm that swaps the location of zero balls. It is not hard to see that the solution in which the zero balls are all on the $K_{k-1}$ subgraph is a local solution and gives the same locality gap as above.
2.7.2 LP-based Attempts

Recall the natural LP relaxation of the problem that used by Charikar and Panigrahy [CP01]:

\[
\begin{align*}
\text{minimize} & & \sum_{u \in V} \sum_r r y_u^{(r)} \\
\text{subject to} & & \sum_{u \in V} \sum_r y_u^{(r)} = 1 \quad \forall v \in V \\
& & \sum_{u \in V} \sum_r y_u^{(r)} = k \\
& & y_u^{(r)} \geq 0, \quad \forall u \in V, \forall r
\end{align*}
\]

where \( y_u^{(r)} = 1 \) indicates a cluster of radius \( r \) is centered on vertex \( u \). It is interesting that the LP has an unbounded integrality gap even for unweighted graphs. Consider a complete graph and \( k = n - 1 \) as input. Clearly, the integral optimum value is 1. Now, we show a fractional solution of cost \( \frac{1}{n-1} \), which gives an integrality gap of \( n - 1 \). Consider this fractional solution. For all \( v \in V \), set \( y_v^{(0)} = \frac{n-2}{n-1} \) and for an arbitrary vertex \( u \), set \( y_u^{(1)} = \frac{1}{n-1} \). It is easy to verify the feasibility of this fractional solution.

Notice that in above bad example, the integral optimal value is 1. If in all the bad integrality gap instances, the integral optimal value is small, then there are a small number of non-zero balls in any optimal solution for these instances and we can guess the non-zero balls by enumeration. Hence, one might try to solve these bad instances by enumeration and solve the rest of instances with some LP rounding algorithm. Unfortunately, this strategy is not useful, because for any \( c \), there is an instance having optimal value \( c \), which yields an integrality gap of at least \( \Omega(n^{1/c}) \) even for unweighted graphs (we give this instance shortly). Notice that even if we go up to quasi-polynomial time and instances with \( c = O(\log(n)) \), the gap is still greater than 1, and hence, we cannot even get something similar to the exact quasi-polynomial time algorithm of Gibson et al. [GKK+08b]. Therefore, the above LP does not seem promising even for unweighted graphs.

Let \( T_1 \) be a star with \( l \) leaves. For \( i > 1 \), we recursively define tree \( T_i \). Let \( u_1, \ldots, u_{l+1} \) be the roots of \( l + 1 \) copies of \( T_{i-1} \), denoted by \( \tilde{T}_1, \ldots, \tilde{T}_{l+1} \). Build unweighted tree \( T_i \) by connecting its root \( u \) to these \( l + 1 \) copies of \( T_{i-1} \) from \( u_1, \ldots, u_{l+1} \) (see Figure 2.5). One can verify that \( T_i \) has height \( i \), \( l(l+1)^{i-1} \) leaves and

\[
1 + (l+1) + \cdots + (l+1)^{i-1} + l(l+1)^{i-1} = \frac{(l+1)^i - 1}{l} + l(l+1)^{i-1} < 2(l+1)^i
\]

vertices in total.

Our family of instances are \( T_i \) and \( k = l(l+1)^{i-1} \) for \( i \geq 1 \). We claim that the cost of optimum for \( T_i \) with \( k = l(l+1)^{i-1} \) is \( i \). We prove this by induction. For the base case of \( i = 1 \), the value of optimum is 1 as we cannot cover every vertex with a zero ball. Assume that the statement is true for \( i = p - 1 \). Now, consider \( T_p \) and \( k = l(l+1)^{p-1} \) as input where \( p > 1 \). Let \( u \) be the root of \( T_p \) and \( \tilde{T}_1, \ldots, \tilde{T}_{l+1} \) be the \( l + 1 \) subtrees of \( u \). If we place a ball of radius \( p \) on \( u \), it covers all the vertices
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and as a result, the cost of optimum is at most \( p \). Now, we prove the cost of optimum is not less than \( p \) by utilizing the induction hypothesis.

We call a solution non-intersecting if it does not contain intersecting balls. By Lemma 2.3.1, there is a non-intersecting optimal solution. Fix one such solution. Let \( S \) be the set of centers of balls in this solution. Without loss of generality, assume that \( \tilde{T}_1 \) is a subtree with the minimum number of centers from \( S \). Let \( S_1 \) be the set of centers from \( S \) in \( \tilde{T}_1 \) and let \( u_1 \) be the root of \( \tilde{T}_1 \). Let \( B^*_1 \) be the balls of the optimal solution, which have a center in \( S_1 \). The ball that covers \( u_1 \) is either inside or outside \( B^*_1 \). By a case by case analysis, we prove that the cost of optimal solution is at least \( p \).

**Case 1:** Assume the ball that covers \( u_1 \) is inside \( B^*_1 \). Thus, the balls in \( B^*_1 \) cover all the vertices in \( \tilde{T}_1 \). The reason is that the optimal solution is non-intersecting and no ball with a center outside of \( S_1 \) can cover a vertex in \( \tilde{T}_1 \) without covering \( u_1 \) and intersecting some other ball. Since the number of balls in \( B^*_1 \) is at most \( l(l + 1)^p - 2 \) by the choice of \( \tilde{T}_1 \) and the induction hypothesis, the cost of these balls is at least \( p - 1 \). If their cost is more than \( p - 1 \), the proof of this case is complete. If the cost of these balls is exactly \( p - 1 \), the radius of the largest ball in \( B^*_1 \) is at most \( p - 1 \). Therefore, these balls can cover the vertices with distance at most \( p - 1 \) from \( u_1 \) and consequently, distance at most \( p - 2 \) from \( u \). Therefore, they do not cover at least \( l(l + 1)^{p-1} \) vertices, which are located at the last two levels of \( \tilde{T}_2, \ldots, \tilde{T}_{l+1} \). As the size of \( B^*_1 \) is at least one, all these \( l(l + 1)^{p-1} \) vertices are not covered by zero balls and there is at least one non-zero ball covering them, which shows the cost of optimal solution is at least \( p \).

**Case 2:** Assume the ball covering \( u_1 \), say \( B(x, r) \), is outside \( B^*_1 \). Thus, \( x \) has distance at least \( 1 \) from \( u_1 \). Let \( d \) be this distance. One can easily verify that the balls in \( B^*_1 \) and the ball \( B(u_1, r - d) \) cover the vertices in \( \tilde{T}_1 \). We consider two subcases.

(a) Assume that \( x = u \). In this case, the size of \( B^* \) is at most \( l(l + 1)^{p-2} - 1 \). Therefore, the cost of the balls \( B(u_1, r - d) \cup B^*_1 \) is at least \( p - 1 \) by induction hypothesis. Since \( B(x, r) \cup B^*_1 \) are the balls of the optimal solution with total radii at least \( d + p - 1 \), the cost of optimum is at least \( p \).
(b) Assume that \( x \neq u \). Then, we must have \( d \geq 2 \) and \( |B^*_1| \) is at most \( l(l+1)^{p-2} \). Therefore, the cost of the balls \( B(u_1, r-d) \cup B^*_1 \) is at least \( p - 2 \). The reason is that the optimal cover for \( \tilde{T}_1 \) with at most \( l(l+1)^{p-2} \) balls has cost at least \( p - 1 \) and increasing the number of balls by one improves the optimal cost for \( \tilde{T}_1 \) by at most one by Remark 2.3.1. Since \( B(x, r) \cup B^*_1 \) are the balls of an optimum with total radii at least \( d + p - 2 \), the cost of optimum is at least \( p \). This completes the proof.

In the fractional solution, we put a ball of radius 0 to the fraction \( \frac{k-1}{n_i-1} \) on each vertex where \( n_i \) is the number of vertices in \( T_i \). In addition, we put a ball of radius \( i \) to the fraction \( \frac{n_i-k}{n_i-1} \) on the root vertex. It is easy to check that this is a feasible fractional solution. Therefore, the cost of optimal fractional solution is at most \( i \frac{n_i-k}{n_i-1} \) and the integrality gap is at least

\[
\frac{n_i-1}{n_i-k} = \frac{(l+1)^{i-1}}{l} + l(l+1)^{i-1} - 1 = \frac{(l+1)^i - 1 + l^2(l+1)^{i-1} - l}{(l+1)^i - 1} > l,
\]

for any \( i \geq 2 \). Thus, the integrality gap is at least \( l = \Omega(n^{1/i}) \).

We can strengthen the LP relaxation by adding this constraint:

\[ \sum_{i \in V} y_i^{(0)} = k_0, \tag{2.4} \]

where \( k_0 \) is the minimum number of zero balls used in an optimum solution. We can determine \( k_0 \) by guessing (i.e., having \( k+1 \) LPs for \( 0 \leq k_0 \leq k \)). This constraint has the following intuition: in all the bad examples, the fractional solution exploits the zero balls to pay less on non-zero balls. For example, consider the first bad example, which was a complete graph with \( k = n - 1 \). In this instance, the minimum number of zero balls used in an optimum solution is 0 and as a result, the fractional solution cannot use the zero balls to cheat any more and the integrality gap decreases to 1 for this instance. Our experimental results show that for the unweighted graphs with at most 20 vertices the integrality gap is less than 2. We believe that the integrality gap for all instances should not be more than 2, but we could not find a rounding algorithm for this LP.

**The unweighted MSR without singletons**

As the main difficulty in the above examples was the existence of zero balls, one may wonder what an LP-based approach can achieve in absence of zero balls. It is interesting that the LP based approach cannot beat even ratio 3/2 that we achieved with the simple algorithm of Theorem 2.2.2.

Consider a special case of the natural LP relaxation for the MSR problem used by Charikar and...
Panigrahy [CP04] that no variable is allocated to zero balls:

\[
\begin{align*}
\text{minimize} & \quad \sum_{u \in V} \sum_{r=1}^{n-1} r y_u^{(r)} \\
\text{subject to} & \quad \sum_{u \in V} \sum_{r:d(u,v) \leq r} y_u^{(r)} = 1 \quad \forall v \in V \\
& \quad \sum_{u \in V} \sum_{r=1}^{n-1} y_u^{(r)} = k \\
& \quad y_u^{(r)} \geq 0, \quad \forall u \in V, \forall r \in \{1, \ldots, n-1\}
\end{align*}
\]

where \(y_u^{(r)} = 1\) indicates a cluster of radius \(r\) is centered on vertex \(u\). The graph of an instance that has an integrality gap of \(\frac{3}{2}\) is shown in Figure 2.6. This graph has \(2l + 4\) vertices. The part in the oval is a complete graph with \(2l\) vertices missing a perfect matching. In this instance, the parameter \(k\) is 2. It is not hard to argue that optimal value is 3. The fractional optimal value is at most \(2 + \frac{1}{l}\), because we have the following fractional solution: \(2l\) balls of radius 1, one on each vertex in the oval with fraction \(\frac{1}{l}\), a ball of radius 3 on \(x\) with fraction \(\frac{1}{2l}\), a ball of radius 1 on \(y\) with fraction \((2l - 1)/2l\). The summation of \(y\)-values is clearly equal to 2. Each vertex in the oval is covered by \(2l - 1\) vertices in the oval to the fraction \(\frac{1}{2l}\) and by the ball of radius 3 to the fraction \(\frac{1}{l}\). Thus, its total coverage is 1. The vertices \(x, y, z_1,\) and \(z_2\) are covered to the fraction \(\frac{1}{2l}\) by the ball of radius 3 on \(x\) and to the fraction \(\frac{2l-1}{2l}\) by the ball of radius 1 on \(y\), which makes their total coverage equal to 1. Therefore, this is a feasible fractional solution.

\[K_{2l}\{u_1v_2, u_2v_2, \ldots, u_lv_l\}\]

Figure 2.6: The graph of instance with integrality gap essentially \(3/2\). In this figure, solid circles show vertices, solid lines show the edges and dashed lines show that there is not an edge between a pair of vertices.

One may hope to get around this integrality gap with a Lagrangian relaxation technique similar to Charikar and Panigrahy [CP04]. The following LP is the Lagrangian relaxation of above LP where the Lagrange multiplier \(\lambda\) can be considered as the cost of creating a cluster. Notice that the number of clusters is not fixed here.

\[
\begin{align*}
\text{minimize} & \quad \sum_{u \in V} \sum_{r=1}^{n-1} (r + \lambda) y_u^{(r)} \\
\text{subject to} & \quad \sum_{u \in V} \sum_{r:d(u,v) \leq r} y_u^{(r)} \geq 1 \quad \forall v \in V \\
& \quad y_u^{(r)} \geq 0, \quad \forall u \in V, \forall r \in \{1, \ldots, n-1\}
\end{align*}
\]
The first step in this technique is to find an $\alpha$-approximation algorithm for the new LP. Then, by using this algorithm, we may be able to get a $\beta$-approximation algorithm for the original problem where $\beta \geq \alpha$. Unfortunately, the gap of the Lagrangian relaxation LP is at least essentially $3/2$ as we show shortly, and hence, we cannot get a better approximation ratio by a straightforward application of this technique. Consider the instance consisting of a complete graph with $2l$ vertices missing a perfect matching and $\lambda = 1$. It is easy to see that one cluster of radius 2 is an optimal solution for this instance. In the fractional solution, we can pick one clusters of radius 1 around each vertex to the fraction of $1/(2l - 1)$. It is easy to see this is a feasible solution having cost $\frac{2l}{2l - 1} (1 + 1)$, which gives an integrality gap of at least essentially $3/2$. 
Chapter 3

The Unsplittable Capacitated Facility Location Problem

In this chapter, we consider the Unsplittable Capacitated Facility Location Problem (UCFLP). The formal definition of the problem is as follows. Let $G$ be a bipartite graph with bipartition $(F, C)$, where $F$ is a set of facilities and $C$ is a set clients. Let $f_i$ be the cost of opening facility $i$, $u$ be the maximum demand that can be served by a facility (i.e., capacity of each facility), $d_j$ be the demand of client $j$, and $c_{ij}$ be the cost of serving one unit of demand of client $j$ by (opened) facility $i$. All these input parameters are non-negative rational numbers. We assume that $c_{ij}$ satisfies the triangle inequality. The UCFLP is to find a subset $I$ of facilities to open and a function $\phi : C \rightarrow I$ assigning each client to one open facility (to serve the entire demand of that client) in such a way that the sum of demands assigned to each facility is no more than $u$ while the total cost of opening facilities (facility cost or opening cost), and serving demands (service or connection cost) is minimized, i.e. minimizing $\sum_{i \in I} f_i + \sum_{j \in C} c_{\phi(j)} d_j$.

There are some variants of the UCFLP that we discuss in this chapter. When we do not have any capacity constraints, i.e. $u = \infty$, and we can split the demand of a client the problem is called the Uncapacitated Facility Location Problem (UFLP). When we can split the demand of a client among multiple facilities, the problem is called the splittable Capacitated Facility Location Problem (splittable CFLP). In the splittable CFLP, when each facility can be opened multiple times (i.e., we must pay the opening cost for each time that we open them), we have the so-called soft Capacitated Facility Location Problem (soft CFLP). Sometimes, to contrast the version with soft capacities with the version that we cannot open a facility multiple times, the term hard capacities are used in the literature for the latter case. We adopt the same terminology and whenever we say hard capacities we mean the version that one cannot open a facility multiple times. Each of these relaxations (e.g. allowing splitting the demands of clients and/or having multiple copies of each facility) makes the problem significantly easier as discussed below.

All of the above capacitated problems can be defined in the more general setting in which each facility $i$ has a given capacity $u_i$. When we are discussing a problem in this more general version,
we call it the *non-uniform* version. The non-uniform version turns out to be more difficult than the uniform case, particularly in the UCFLP. For this reason, most previous works have focused on the uniform capacity case of the UCFLP and our work does the same.

In the following discussions, for a solution \((I, \phi)\), where \(I\) is the set of open facilities and \(\phi : C \to I\) is the assignment of clients to open facilities, we use \(c_f(\phi)\) to denote the facility opening cost and \(c_s(\phi)\) to denote the service cost, and \(c(\phi)\) to denote the total cost of the solution. Thus, we have \(c(\phi) = c_f(\phi) + c_s(\phi)\). In the splittable versions, the assignment function is \(\phi : C \times F \to \mathbb{Q}_{\geq 0}\), where \(\phi(i, j)\) shows the amount of demand of client \(j\) served by facility \(i\).

### 3.1 Overview of Related Works

In this section, we briefly review the related works to see how the new results fit in.

#### 3.1.1 The Uncapacitated Facility Location Problem

Perhaps, the UFLP is the most well studied facility location type problem. In this problem, we only need to decide which facilities to open. Then, the assignment of clients to facilities becomes trivial: we should assign each client to its nearest open facility, because there is no capacity constraint. This fact makes the problem much easier.

The first constant factor approximation for the UFLP was a 3.16-approximation algorithm by Shmoys, Tardos, and Aardal [STA97]. This algorithm was based on rounding an LP relaxation of the problem. They used the following natural LP relaxation of this problem:

\[
\begin{align*}
\text{minimize} & \quad \sum_{i \in F} f_i y_i + \sum_{i \in F} \sum_{j \in C} d_{ij} c_{ij} x_{ij} \\
\text{subject to} & \quad \sum_i x_{ij} \geq 1 \quad \forall j \in C \\
& \quad x_{ij} \leq y_i \quad \forall i \in F, j \in C \\
& \quad x_{ij} \geq 0, y_i \geq 0 \quad \forall i \in F, j \in C,
\end{align*}
\]

where \(x_{ij} = 1\) in the integral program indicates client \(j\) is assigned to facility \(i\) and \(y_i = 1\) indicates facility \(i\) is open. It should be noted that most of the succeeding improvements for this problem were using the value of this natural relaxation as their lower bound of the optimum.

To round a fractional solution for this LP, they use a filtering method due to Lin and Vitter [LV92]. Using this filtering, they show that with a small increase in cost, one can change this solution to a new feasible fractional solution such that each client is fractionally assigned only to facilities that are relatively close to it. Then, utilizing the metric property, they show how one can open some of the fractionally open facilities and assign each client to its closest facility with an additional small increase in cost. Finally, by randomly choosing the parameter for the filtering stage, they get the 3.16 approximation ratio.
There is a long series of works that improve this constant approximation ratio for the UFLP. Guha and Khuller [GK98] improved the ratio to 2.41 by combining a simple greedy heuristic with the algorithm of [STA97]. This greedy heuristic adds unused facilities one by one greedily based on some measure of effectiveness for each facility. Later, the factor improved to $1 + 2/e \approx 1.74$ by Chudak [Chu98] using some generalized techniques of [STA97] for the LP rounding. A key element to this improvement is the use of randomized rounding of $y_i$-values in conjunction with the approach of Shmoys, Tardos, and Aardal. Meanwhile, Jain and Vazirani [JV99] gave a 3-approximation primal-dual algorithm with a better running time and Korupolu et al. [KPR98] gave a surprisingly simple local search algorithm with factor $5 + \epsilon$ for any $\epsilon > 0$.

Charikar and Guha [CG99] slightly improved the ratio to 1.73 by combining primal dual algorithm of [JV99] with cost scaling and greedy augmentation. The scaling technique exploits the difference between approximation guarantees for the facility cost and the service cost. This can be used by producing a new instance where the facility costs are multiplied by $\delta$, then apply the algorithm to the scaled instance, and then scale back to get a solution for the original instance. Mahdian et al. [JMS02] used a variant of the primal-dual method, called dual fitting, and a new analysis technique, called factor revealing LP, to bring down the factor to 1.61. Later, the authors of [MYZ02] combined this algorithm with greedy augmentation of [CG99] to decrease the factor to 1.52. Afterwards, Byrka [Byr07] combined this new algorithm of [MYZ02] with the algorithm of Chudak [Chu98] to get a 1.5-approximation. Finally, Li [Li11] showed that by choosing a parameter of Byrka’s algorithm from some specific distribution, one can get a 1.488 factor approximation algorithm, which is the current best known factor.

On the negative side, a result of Guha and Khuller [GK98], combined with an observation of Sviridenko (personal communication cited in [CW99]), implies 1.463-hardness for the UFLP. As a result, unless $P=NP$, there is very little room to improve the best known approximation algorithm for the UFLP.

Unsplittable Version of the UFLP: If we add the constraint that the demand of a client cannot be split, it does not make the problem more difficult. First, observe that the optimum value for the splittable version is a lower bound for unsplittable version, because any feasible solution for the unsplittable version is a feasible solution for the splittable version. Second, we can change any solution for the splittable version to a solution for the unsplittable version without increasing cost: assign each client to its closest open facility. As a result, the optimum value of these two versions is the same. Thus, any $\alpha$-approximation for the standard splittable version gives an $\alpha$-approximation for the unsplittable version and vice versa.

3.1.2 The Soft Capacitated Facility Location Problem

In the soft CFLP, despite having capacities, the fact that we can open a facility multiple times makes the problem easier in comparison to the case of hard capacities. Intuitively, if you violate the capacity
of a facility, we have the option to open enough copies of it to serve the demands assigned to it. This option just increases the facility cost and this increase in cost is not much more than the cost we paid to open the facility in the first place.

Shmoys, Tardos, and Aardal [STA97] designed the first constant factor, a 5.69 factor, approximation algorithm for this problem by a similar LP rounding technique they used for the first constant factor approximation for the UFLP. Then, Chudak and Shmoys [CS99] used the same LP and the randomized LP-rounding technique to get a 3-approximation algorithm for this problem. For non-uniform capacities, Jain and Vazirani [JV99] reduced this problem to the UFLP, and by solving the UFLP, they obtained a 4-approximation algorithm. Arya et al. [AGK+01] proposed a simple local search algorithm with an approximation ratio of 3.72 for the non-uniform version. Following the reduction of Jain and Vazirani [JV99] to the UFLP, Jain et al. [JMS02] showed that the soft CFLP with non-uniform capacities can be solved within a factor 3 of optimum. This result was improved to a 2.89-approximation algorithm for the non-uniform soft CFLP in [MYZ02]. Finally, Mahdian et al. [MYZ03] improved this factor to 2, achieving the integrality gap of the natural LP relaxation of the problem. To the best of our knowledge, this is the current best ratio for this problem.

The main idea of Mahdian et al.’s [MYZ03] algorithm is to consider the approximation factor for the facility and connection costs separately. This idea helped them to analyse the performance of the algorithm more carefully and get the current best ratio. At first, they map any instance, $I$, of the non-uniform soft CFLP to an instance, $R(I)$, of a problem called the linear cost facility location problem, which is equivalent to the UFLP. In this process, they at most double the facility cost of any solution for $I$ and they can translate any solution for $R(I)$ to a solution of at most the same value for $I$. Then, they solve the new instance $R(I)$ by a UFLP algorithm described in [JMS02]. This algorithm returns a solution that only pays at most double of the connection cost in an optimum and pays at most the same as the optimum for the facility cost. Thus, overall, they get a solution for $R(I)$ that pays at most double of facility cost and double of connection cost. They translate back this solution to a solution for $I$. As a result, they have a solution with cost within factor 2 of optimum.

We should point out that all of the above algorithms except Arya et al.’s local search algorithm [AGK+01] use the optimal value of a natural LP relaxation of the soft CFLP as a lower bound in their analysis. Therefore, they cannot obtain a better ratio than the integrality gap of this relaxation. Mahdian et al. [MYZ03] also showed that the integrability gap of this LP is 2 and hence, their analysis is tight. To beat this ratio, one needs to use the optimum value of a stronger LP as the lower bound or need to utilize a technique which is not LP-based.

**Unsplittable Version:** If we add the constraint that the demand of a client cannot be split, it does not make the problem much more difficult than its splittable counterpart in the soft setting. One can show that any $\alpha$-approximation algorithm for the unsplittable version of the soft CFLP yields a $2\alpha$-approximation algorithm for the splittable version and vice versa (see Proposition 3.6.1 in Section 3.6). As a result, Mahdian et al.’s 2-approximation algorithm yields a 4-approximation
for unsplittable version of the soft CFLP. In fact, it is not difficult to observe that this algorithm is a 2-approximation for this version. Recall that their algorithm assigns each client by utilizing a UFLP algorithm and hence, to a single facility, and its cost is within factor 2 of the optimum value of soft CFLP. Clearly, the optimum value of the unsplittable version is not less than the optimum value of the splittable version, because all feasible solutions for the unsplittable version are feasible solutions with the same cost for the splittable version, too. Thus, their algorithm gives a feasible solution for the unsplittable version of the soft CFLP which is within factor 2 of the optimum value for the unsplittable version.

### 3.1.3 The Splittable Capacitated Facility Location Problem

The splittable CFLP has also received a lot of attention. In contrast to the UFLP and soft CFLP, there is an important distinction between the splittable and unsplittable case in the presence of hard capacities, because in the unsplittable case, even checking whether there exists a feasible solution becomes \(\text{NP}\)-hard and we can only hope for a bicriteria algorithm (see discussions in Section 3.1.4).

In contrast, in the splittable case, if we decide on the set of open facilities, the best way of serving the clients can be determined by building a flow network and using a minimum cost flow algorithm.

For the splittable case, Korupolu, Plaxton, and Rajaraman [KPR98] gave a simple factor \(8 + \epsilon\) local search algorithm. This was the first constant factor approximation algorithm for the hard capacitated facility location problem. In this algorithm, they start with an arbitrary set of open facilities which have enough capacity to serve all the demands. Then, they assign the clients optimally to these open facilities. They have three local operations to change the set of open facilities and potentially improve the solution cost: opening a close facility, closing an open facility, and swapping a facility in the set with a facility outside of the set of open facilities. If any of these operations improves the solution more than some small value dependent on the value of \(\epsilon\), they change the set of open facilities and proceed to the next iteration. Otherwise, they stop and return the optimal assignment corresponding to current open facilities. Although, the algorithm itself is easy to describe, the analysis was involved.

Later, Chudak and Williamson [CW99] simplified their analysis and showed the actual ratio of Korupolu et al.’s algorithm is at most \(6 + \epsilon\). Pal, Tardos, and Wexler [PTW01] gave a more powerful local search with factor \(8.54 + \epsilon\) for the case of non-uniform capacities. Later, with a series of more powerful local search algorithms, the ratio for the case of non-uniform capacities decreased to \(7.46 + \epsilon\) [MP03], and \(5.83 + \epsilon\) [ZCY04]. Later, Aggarwal et al. [AAB+10] showed that Korupolu et al.’s algorithm is actually a 3-approximation for the uniform splittable CFLP and this ratio is tight. Recently, Bansal et al. [BGG12] showed that slightly more powerful versions of Zhang et al.’s [ZCY04] local search operations give a 5-approximation for the non-uniform splittable CFLP and this ratio is tight.

It should be noted that in contrast to the UFLP and soft CFLP, all the known LP relaxations for
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this problem have super-constant integrality gap in the general case. The only LP-based result is a 5-approximation algorithm by Levi et al. [LSS04] for the non-uniform version in the special case that all facility opening costs are equal.

3.1.4 The Unsplittable Capacitated Facility Location Problem

The UCFLP has a major difference from the problems we have already mentioned. In this problem, it is \( \text{NP} \)-hard to even determine whether a feasible solution exits. In other words, even if we open all the facilities and ignore the cost of the solutions, it is \( \text{NP} \)-hard to find an assignment of demands to the facilities without violation of capacities, which comes from a reduction to the partition problem.

In fact, we can show that it is \( \text{NP} \)-hard to even find a solution that does not violate the capacity of less than \( \lfloor \frac{n}{2} \rfloor \) facilities (see Proposition 3.6.2 of Section 3.6).

Recall that an \( (\alpha, \beta) \)-approximation algorithm for the UCFLP returns a solution whose cost is within factor \( \alpha \) of the optimum and violates the capacity constraints within factor \( \beta \). Here, we compare the value of an approximate solution with the value of an optimal solution that does not violate any capacities. In addition, it should be noted that if we violate the capacity of a facility within factor \( \beta \), we must pay \( \beta \) times its opening cost. In the context of approximation algorithms, Shmoys, Tardos, and Aardal [STA97] were the first to consider this problem and presented a \((9, 4)\)-approximation algorithm. First, they designed a \((9, 3)\)-approximation algorithm for the splittable CFLP through the same ideas they used for the first constant approximation algorithm for UFLP, \textit{i.e.}, by filtering and rounding technique. Then, they used a rounding for the generalized assignment problem (GAP) [ST93], which is a generalized version of the matching problem (we define it shortly), to obtain a \((9, 4)\)-approximation algorithm for the UCFLP. In addition, by a randomized version of the filtering technique, they got a new algorithm with the ratio \((7.62, 4.29)\).

One can show that by the same technique as the one used by Shmoys, Tardos, and Aardal, any \( (\alpha, \beta) \)-approximation algorithm for the splittable CFLP can be converted to a \((2\alpha, \beta + 1)\)-approximation algorithm for the UCFLP. This technique of reducing the unsplittable version using the rounding for the GAP to the splittable version was a cornerstone of the subsequent approximation algorithms. This reduction works as follows.

The GAP is a generalization of the matching problem that can be described as a scheduling problem which has some similarities to the UCFLP. In the GAP, we have a collection of jobs \( J \) and a set \( M \) of machines. Each job must be assigned to exactly one machine in \( M \). If job \( j \in J \) is assigned to machine \( i \in M \), then it requires \( p_{ij} \) units of processing time and incurs a cost \( r_{ij} \). Each machine \( i \in M \) can be assigned jobs of total processing time at most \( P_i \). We want to find an assignment of jobs to machines to minimize the total assignment cost. We should point out that \( r_{ij} \) values do not necessarily satisfy the triangle inequality. Shmoys and Tardos [ST93] considered an LP relaxation and showed that a feasible solution of this LP can be rounded, in polynomial time, to an integral solution with the same cost that violates processing time limit \( P_i \) within additive factor
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We can model (view) the UCFLP as an instance of the GAP in the following way: jobs are clients, machines are facilities, \( p_{ij} = d_j \) for all \( i \), \( r_{ij} = d_j c_{ij} \) for all \( i \) and \( j \), and \( P_i = u \), and all facilities are already open (machines are available). Therefore, if we have a fractional assignment of clients to facilities (i.e., a splittable assignment) which pays \( \alpha \) times optimum and violates the capacities within factor \( \beta \), then using the rounding algorithm of [ST93], we can round this fractional assignment to an integral assignment (i.e., one that assigns each client to one facility) without increasing the connection cost such that the capacity constraints are violated by at most an additive factor of \( \max d_j \leq u \). Here, we have assumed that the demand values are at most \( u \), because otherwise; the instance is infeasible and we can rule out these instances in a preprocessing step. As a result, in the unsplittable solution, the capacity of each facility is violated within \( \beta + 1 \) factor, which at most doubles the facility cost. Consequently, we have a \((2\alpha, \beta + 1)\)-approximation algorithm for the UCFLP. Note that when we have separate bounds on the connection cost and facility cost, we may get a better factor than \( 2\alpha \). The reader may verify that if the algorithm for the splittable CFLP fractionally assigns a client only to a facility with capacity not less than its demand, the above approach works for the non-uniform version as well.

Korupolu, Plaxton, and Rajaraman [KPR98] gave the first constant factor approximation algorithm for the splittable hard capacitated version, and applied the GAP rounding technique of [STA97] to get a \((O(1), 2)\)-approximation algorithm for the UCFLP. All subsequent constant factor approximation algorithms for the uniform splittable CFLP combined with the above GAP reduction technique give a \((O(1), 2)\)-approximation algorithm for the UCFLP, even though this may not be explicitly stated by their authors. Applying the current best approximation algorithms for the splittable CFLP [AAB+10], one can get a \((5, 2)\)-approximation algorithm for the UCFLP. In addition, since the current best approximation algorithm for the non-uniform splittable CFLP does not assign a client to a facility with capacity less than its demand, one can get a \((9, 2)\)-approximation algorithm for the UCFLP with non-uniform capacities (see Proposition 3.6.3 of Section 3.6).

Recently, Bateni and Hajiaghayi [BH09] modeled an assignment problem in content distribution networks by the UCFLP. This assignment problem has been first considered by Alzoubi et al. [ALR+08] and is basically the assignment of downloadable objects, such as media files or softwares, to some servers. We cannot split a downloadable object and we need to store it in a single server. As Alzoubi et al. mention, the server capacities is very crucial in practice and a high overload amount on a server can disrupt a large number of connections. Motivated by this strict requirement on capacities, the authors of [BH09] designed a \((1+\epsilon, 1+\epsilon)\)-approximation algorithm for tree metrics (for any constant \( \epsilon > 0 \)) using a dynamic programming approach. They also presented a quasi-polynomial time \((1+\epsilon, 1+\epsilon)\)-approximation algorithm (again for trees) for the non-uniform version. As we explain shortly, these results can be used to get a polynomial time \((O(\log n), 1+\epsilon)\)-approximation algorithm for the uniform capacities and a quasi-polynomial time \((O(\log n), 1+\epsilon)\)-approximation algorithm.
algorithm for the non-uniform version for any constant $\epsilon > 0$.

Fakcharoenphol et al. [FRT03] improved the well known machinery of Bartal [Bar98] and showed that any $n$ point metric space can be embedded into a distribution over tree metrics such that the expected stretch of any edge is $O(\log n)$ and we can sample from this distribution efficiently. Therefore, to solve the UCFLP in general metrics, Bateni and Hajiaghayi first embed the general metric into the above distribution of tree metrics and sample a tree metric from it. By Fakcharoenphol et al.’s result, the cost of an optimal solution for the general metric increases by an expected factor of $O(\log n)$ on this tree metric. Then, they run their approximation algorithms for trees on this tree metric and obtain a solution within factor $(1 + \epsilon)$ of the optimum of this tree, which is within expected factor $O(\log n)$ of the optimum of the general metric.

**Non-metric version:** It should be noted that here we assumed the cost function, $c$, satisfies triangle inequality. For non-metric cost functions, unless $P=NP$, the UCFLP does not admit any $(f(x), \frac{3}{2} - \epsilon)$-approximation algorithm for any polynomial time computable function $f(x)$ and any constant $\epsilon > 0$, where $x$ is the size of input [BH09]. This result comes from a simple reduction from a special case of the makespan problem that $p_{ij} \in \{p_j, \infty\}$, where $p_{ij}$ is the processing time of job $j$ on machine $i$. This special case is $\frac{3}{2}$-hard [LST90]. In addition, this problem does not admit any $(c \log n, \beta)$-approximation algorithm for some constant $c > 0$ and any $\beta \geq 1$ unless $P=NP$ (see Proposition 3.6.4 in Section 3.6).

### 3.2 New Results

Recall that given an instance $(F, C)$ of the UCFLP with opening costs $f_i$, demands $d_j$, and connection costs $c_{ij}$, a solution is a subset $I$ of facilities to open along with assignment function $\phi : C \rightarrow I$. Since all capacities are uniform, by a simple scaling, we can assume that all of them are 1 and all the client demands are at most 1.

All the known constant factor algorithms for the UCFLP violate the capacity constraints by a factor of at least 2 which is mainly due to using the rounding algorithm for GAP [ST93]; and the algorithm of [BH09] (although has $1 + \epsilon$ violation) is not a constant factor approximation. We are interested in $(O(1), \beta)$-approximation algorithms for some $\beta < 2$. We define a restricted version of the problem and show that finding a good approximation algorithm for this restricted version would imply a good approximation for the general version. The definition of similar restricted versions has been a common practice in solving bin packing type problems (e.g., see [dLVL81, KK82]).

**Definition 3.2.1** An $\epsilon$-restricted UCFLP instance, denoted by $\text{RUCFLP}(\epsilon)$, is an instance of the UCFLP in which each demand has size more than $\epsilon$, i.e., $\epsilon < d_j \leq 1$ for all $j \in C$.

The following theorem establishes the reduction from the general instances of the UCFLP to the restricted version. Here, the general idea is that if we assign the large clients oblivious to small
clients, we can fractionally assign the small clients without paying too much. We use the maximum-flow minimum-cut theorem to show this. Then we can round this fractional assignment of small clients with the GAP rounding technique [ST93].

**Theorem 3.2.1** If $A$ is an $(\alpha(\epsilon), \beta(\epsilon))$-approximation algorithm for the RUCFLP($\epsilon$) with running time $\tau(A)$ then there is an algorithm $A_C$ which is a $(g(\epsilon, \alpha(\epsilon)), \max\{\beta(\epsilon), 1 + \epsilon\})$-approximation algorithm for the UCFLP whose running time is polynomial in $\tau(A)$ and the instance size, where $g(\epsilon, \alpha(\epsilon)) \leq c(1 + \epsilon)\alpha(\epsilon)$ for some constant $c$.

**Corollary 3.2.1** For any constant $\epsilon > 0$, an $(\alpha(\epsilon), 1 + \epsilon)$-approximation algorithm for the RUCFLP($\epsilon$) yields an $(O(\alpha(\epsilon)), 1 + \epsilon)$-approximation for the UCFLP. Particularly, when $\alpha(\epsilon)$ is a constant, we have a constant approximation for the UCFLP with a $(1 + \epsilon)$ violation of capacities in polynomial time.

This reduction shows that to get a $(O(1), 1 + \epsilon)$-approximation, it is sufficient to consider large clients only, which may open the possibility of designing algorithms using some of the techniques used in the bin packing type problems. If one finds such an algorithm for large clients, the above corollary shows that we have an $(O(1), (1 + \epsilon))$-approximation for the UCFLP. As an evidence for this, we find approximation algorithms for the RUCFLP($\frac{1}{2}$) and the RUCFLP($\frac{1}{3}$). For the RUCFLP($\frac{1}{2}$), we present an exact algorithm and for the RUCFLP($\frac{1}{3}$), we present a $(21, 1)$-approximation algorithm. These, together with Theorem 3.2.1 imply:

**Theorem 3.2.2** There is a polynomial time $(9, \frac{3}{2})$-approximation algorithm for the UCFLP.

**Theorem 3.2.3** There is a polynomial time $(29.315, \frac{4}{3})$-approximation algorithm for the UCFLP.

Finally, we give a QPTAS for Euclidean metrics. Here, we employ a dynamic programming technique and combine the shifted quad-tree dissection of Arora [Aro96], some ideas from [BH09], and some new ideas to design a dynamic programming.

**Theorem 3.2.4** There exists a $(1 + \epsilon, 1 + \epsilon)$-approximation algorithm for the Euclidean UCFLP in $\mathbb{Q}^2$ with quasi-polynomial running time for any constant $\epsilon > 0$.

Although this theorem is presented for $\mathbb{Q}^2$, it can be generalized to $\mathbb{Q}^d$ for any constant $d > 2$.

### 3.3 Reduction to the Restricted UCFLP

In this section, we prove Theorem 3.2.1. Let $L = \{j \in C : d_j > \epsilon\}$ be the set of large clients and $S = C\setminus L$ be the set of small clients\(^1\). We call two assignments $\phi_1 : C_1 \rightarrow F_1$ and $\phi_2 : C_2 \rightarrow F_2$ consistent if $\phi_1(j) = \phi_2(j)$ for all $j \in C_1 \cap C_2$. The high level idea of the algorithm is as follows.

\(^1\)We should point out that the definitions of $L$ and $S$ are with respect to a given parameter $\epsilon$. Since throughout the following sections, this parameter is the same for all statements, in the interest of brevity, we use this notation instead of $L(\epsilon)$ and $S(\epsilon)$.
We first ignore the small clients and solve the problem restricted to only the large clients by running algorithm $A$ of Theorem 3.2.1. We can show that given a good assignment of large clients, there exists a good assignment of all the clients (large and small) which is consistent with this assignment of large clients, i.e., a solution which assigns the large clients the same way that $A$ does, whose cost is not far from the optimum cost. More specifically, we show there is a fractional (i.e., splittable) assignment of small clients that together with the assignment of large clients obtained from $A$ gives an approximately good solution. Having this property, we try to find a fractional assignment of small clients. To do this, we update the capacities and the opening costs of facilities with respect to the assignment of large clients (according to the solution of $A$). Then, we fractionally assign small clients and round this fractional assignment at the cost of violating the capacities with additive factor $\epsilon$. Algorithm 3.3.1 shows the details. Here, $\phi^{-1}(i)$ is the set of clients assigned to facility $i$ by the assignment $\phi$ and for a set $F' \subseteq F$, $\phi^{-1}(F') = \cup_{i \in F'} \phi^{-1}(i)$.

**Algorithm 3.3.1** Algorithm for the UCFLP by reduction to the RUCFLP($\epsilon$)

**Require:** An instance of the UCFLP, a parameter $\epsilon > 0$, and an algorithm $A$ for the RUCFLP($\epsilon$)

**Ensure:** A subset $I \subseteq F$ to open and an assignment of clients $\phi : C \rightarrow I$

1. Let $L = \{ j \in C : d_j > \epsilon \}$ and $S = C \setminus L$. Assign the clients in $L$ by running $A$. Let $I_L$ be the opened facilities and $\phi_L : L \rightarrow I_L$ be the assignment found by $A$.
2. For $i \in I_L$, set $f_i = 0$, and set $u'_i = \max\{0, 1 - \sum_{j \in \phi_L^{-1}(i)} d_j\}$ as the new capacity of facility $i$.
3. Assign the clients in $S$ with respect to updated opening costs and capacities by an approximation algorithm for the splittable CFLP with non-uniform capacities. Let $I_S$ be the new set of opened facilities and $\phi_S : S \rightarrow I_S'$ be the assignment function, where $I_S' \subseteq I_S \cup I_L$.
4. Round the splittable assignment $\phi_S$ using algorithm of [ST93] to find an unsplittable assignment $\phi_S : S \rightarrow I_S'$. Let $I = I_S' \cup I_L$ and define $\phi : C \rightarrow I$ as $\phi(j) = \phi_S(j)$ if $j \in S$ and $\phi(j) = \phi_L(j)$, otherwise. Return $\phi$ and $I$.

First, we formally prove the property that given assignment of large clients, there is a feasible fractional assignment of small clients with an acceptable cost. Note that we do not open facilities fractionally and a fractional assignment of demands of (small) clients is essentially equivalent to splitting their demands between multiple open facilities. We should point out that the proof of this property is only an existential result and we do not actually find the assignment in the proof. We only use this lemma to bound the cost of our solution. Let OPT be an optimum solution which opens set $I^*$ of facilities and with assignment of clients $\phi^* : C \rightarrow I^*$. We use $\phi^*_L : L \rightarrow I^*$ and $\phi^*_S : S \rightarrow I^*$ to denote the restriction of $\phi^*$ to large and small clients, respectively.

**Lemma 3.3.1** Suppose $I_L$ is a set of open facilities and $\phi_L : L \rightarrow I_L$ is an arbitrary (not necessarily capacity respecting) assignment of large clients. Given the assignment $\phi_L$, there exists a feasible fractional assignment of small clients, $\phi_S' \rightarrow I_S'$ such that $c_s(\phi_S') \leq c_s(\phi^*_L) + c_s(\phi_L)$ and $c_f(\phi_S') \leq c_f(\phi^*_S)$.

**Proof.** Recall $u'_i$ is equal to $\max\{0, 1 - \sum_{j \in \phi_L^{-1}(i)} d_j\}$, i.e., the amount of capacity left for facility $i$ after the assignment of large clients based on $\phi_L$. We open all the open facilities in the optimum
solution, i.e., all facilities in $I^*$ (if not already open in $I_L$). Let $I''_S = I_L \cup I^*$. To show the existence of $\phi''_S$, first we move the demands of small clients to the facilities in $I^*$ based on $\phi''_S$ and we pay $c_s(\phi''_S)$ for this. So now the demands of small clients are located at facilities in $I^*$. However, a facility $i \in I''_S$ has only $u_i'$ residual capacity left (after committing parts of its capacity for the large clients assigned to it by $\phi_L$) and this capacity may not be enough to serve the demands of small clients moved to that location. In order to rectify this, we will fractionally redistribute the demands of these small clients between facilities (in $I''_S$) in such a way that we do not violate capacities $u_i'$. In this redistribution, we only use the edges used in $\phi_L$ or $\phi''_L$ and if an edge is used to assign large client $j$ to facility $i$ (in $\phi_L$ or $\phi''_L$), we move at most $d_j$ units of demands of small clients along this edge. Therefore, we pay at most $c_s(\phi_L) + c_s(\phi''_L)$ in this redistribution. Thus, by the triangle inequality, the connection cost of the fractional assignment of small clients obtained at the end is bounded by $c_s(\phi''_S) + c_s(\phi''_L) + c_s(\phi_L) = c_s(\phi'_S) + c_s(\phi_L)$. Since we only open facilities in the optimum solution (on top of what is already open in $I_L$) the extra facility cost (for assignment $\phi''_S$) is bounded by the facility cost of the optimum.

This process of moving the small client demands can be alternatively thought in the following way. We start from the optimum assignment $\phi^*$ and change the assignment of large clients to get an assignment identical to $\phi_L$ for those in $L$. Specifically, we change the assignment of a large client $j$ from $i' = \phi^*(j)$ to $i = \phi_L(j)$. This switch increases the amount of demands served at $i$ by $d_j$ and decreases the amount of demand served at $i'$ by $d_j$. After doing all these switches, we might have more demand at some facilities than their capacities, while the total demands assigned to some facilities might be less than 1. To resolve this problem, we try to redistribute (fractionally) the demands of small clients so that there is no capacity violation and we use the max-flow min-cut theorem to show that this redistribution is possible.

Let $s_i^*$ be the total demand of small clients served by facility $i$ in $\phi^*$. Define a flow network $H$ as follows. $H$ has set of vertices $X \cup Y \cup \{s, t\}$ where $X = \{x_i|i \in F\}$ and $Y = \{y_i|i \in F\}$, and $s$ is called the source and $t$ is the sink. We add an edge from $s$ to all the vertices in $X$ and set the capacity of edge $sx_i$ to $s_i^*$ (this represents the total demand of small clients that can be moved from facility $i$). We connect each $y_i \in Y$ to $t$ and set the capacity of edge $y_it$ to $u_i'$ (this represents the residual capacity of facility $i$ after the assignment of large clients according to $\phi_L$). We connect $x_i$ and $y_i$ bidirectionally with edges of unlimited capacity (because $x_i$ and $y_i$ represent the same facility). Finally, for each large client $j$ with $\phi_L(j) = i$ and $\phi^*(j) = i'$ we add an edge from $x_i$ to $y_{i'}$ with capacity $d_j$ (see Figure 3.1). This means that we can transport $d_j$ units of (small clients) demands from facility $i$ to facility $i'$ since we switch the demand of large client $j$ from being served at $i'$ in the optimum to be served at $i$.

A flow of value $\sum_i s_i^*$ in $H$ represents a fractional redistribution of demands of small clients between facilities in such a way that we do not violate capacities $u_i'$. It follows that if there is a flow of value $\sum_i s_i^*$ in $H$ then we can redistribute the demands of small clients among facilities so that
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(a) Assignment of large client $j$ in $\phi^*$ and $\phi_L$.

(b) The edge $x_i y_i'$ corresponding to the large client $j$ shown in part (a). Also, an arbitrary cut of bounded value in $H$ shown with gray ovals. The top oval shows the partition $s \cup X_c \cup Y_c$.

Figure 3.1: The flow network used in the proof of Lemma 3.3.1.

large clients are served according to $\phi_L$ and no facility capacity is violated because of small clients. We show that a maximum $s$-$t$ flow in $H$ has value at least $\sum_i s_i^*$. We show that the capacity of any $s$-$t$ cut in $H$ is at least $\sum_i s_i^*$. Therefore, the capacity of minimum cut is at least $\sum_i s_i^*$ and by the max-flow min-cut theorem, the value of max flow is at least $\sum_i s_i^*$. If for any $i \in F$, the vertices $x_i$ and $y_i$ are in different partitions of a cut, the cut has unbounded capacity (because of the unlimited capacity of bidirectional edge $x_i y_i$) and clearly has capacity at least $\sum_i s_i^*$.

Now, consider an arbitrary cut in which for all $i \in F$, the vertices $x_i$ and $y_i$ are in the same partition. Consider the partition containing $s$ in this cut and let $X_c \subseteq X$ and $Y_c \subseteq Y$ be the rest of vertices in this partition, i.e., the partition is $s \cup X_c \cup Y_c$. Let $F'$ be the facilities corresponding to the vertices in $X_c$ (or equivalently, in $Y_c$). Let $C^*_l$ be the large clients assigned to the facilities in $F'$ by $\phi^*$ and $C_l$ be the large clients assigned to the facilities in $F'$ by $\phi_L$. Since $\phi^*$ does not violate capacities, the total demand of clients assigned to facilities in $F'$ is at most their total capacity, i.e. $|F'|$. In other words, we have

$$\sum_{i \in F'} s_i^* + \sum_{j \in C^*_l} d_j \leq |F'| \leq \sum_{i \in F'} u_i' + \sum_{j \in C_l} d_j,$$

where the second inequality follows from the way that we defined $u_i'$ and $C_l$. Adding the term
Assignment of large clients oblivious to small clients (including Algorithm 3.3.1) may assign the small clients, \( \phi_1 \) on \( \epsilon_1 \) unit cost. Assume \( \phi_1 \) on \( v \) facility on \( i \) side of \( k \). The above lemma can be generalized in the following way. Assume facility \( X \) to \( v \) away from the optimum even for simple metrics such as Euclidean, planar, and tree metrics.

Remark 3.3.1 The above lemma can be generalized in the following way. Assume facility \( i \) has capacity \( u_i \), i.e., we are in the non-uniform case. Let \( \phi_{C'} : C' \rightarrow I_C \) and \( \phi_C : C \rightarrow I_C \) be two arbitrary assignments, where \( C' \) can be any subset of \( C \), and \( I_C' \) and \( I_C \) are subsets of \( F \). Let \( C'' = C \setminus C' \). Almost the same proof as above shows that given the assignment \( \phi_{C'} \), there exists a feasible fractional assignment \( \phi_{C''} : C'' \rightarrow I_C'' \) such that \( c_s(\phi_{C''}) \leq c_s(\phi_C) + c_s(\phi_{C'}) \) and \( c_f(\phi_{C''}) \leq c_f(\phi_C) \), where \( I_C'' \subseteq I_C \cup I_{C'} \). If we set \( C' = L \) and \( \phi_L = \phi^* \), then \( C'' = S \) and we get the above lemma.

We point out that the above lemma is tight. Consider a path \( P = v_1 v_2 v_3 \) where the edges have unit cost. Assume \( 1/2 \epsilon \) is an integer and denoted this integer by \( q \). There are \( q \) small clients of demand \( \epsilon \) on \( v_1 \), there is a facility with opening cost 0 on \( v_1 \), there is a large client with demand 1/2 on \( v_2 \), there is another facility with opening cost 0 on \( v_3 \) and there are \( 2q \) small clients of demand \( \epsilon \) on \( v_3 \). In the optimal solution, we open both facilities and assign the large client on \( v_2 \) to the facility on \( v_1 \). Thus, we have \( c_s(\phi^*) = 1/2 \) and \( c_f(\phi^*) = 0 \). An algorithm which decides the assignment of large clients oblivious to small clients (including Algorithm 3.3.1) may assign the large client on \( v_2 \) to the facility on \( v_3 \). After this assignment, any feasible fractional assignment of small clients, \( \phi_2^* \), must assign at least 1/2 units of demands of small clients on \( v_3 \) to the facility on \( v_1 \). Thus, we have \( c_s(\phi_2^*) \geq 1/2 + 1/2 = 1 = c_s(\phi^*) + c_s(\phi_L) \), because \( c_s(\phi_L) = 1/2 \) and \( c_f(\phi_2^*) = c_f(\phi^*) = 0 \). This shows that Lemma 3.3.1 is tight. Note that this example shows that any algorithm which decides the assignment of large clients oblivious to small clients is at least a factor 3 away from the optimum even for simple metrics such as Euclidean, planar, and tree metrics.

One should note that when all facility costs and at least one of \( c_s(\phi_2^*) \) or \( c_s(\phi_L) \) are non-zero, Lemma 3.3.1 is not tight: remember that \( I^* \) is the set of facilities opened by \( \phi^* \). Assume the facility cost inequality of Lemma 3.3.1 is tight, i.e., for any feasible fractional assignment of small clients,
\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure3_2.png}
\caption{A tight example for Lemma 3.3.1.}
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Given \( \phi'^n_S \), we have \( c_f(\phi'^n_S) = c_f(\phi^*) \). This means that none of the large clients are assigned to \( I^* \) by \( \phi_L \) or equivalently, no small client assigned to a facility opened by \( \phi_L \). Therefore, when we switch the assignment of large clients from the one in the optimal solution to the one assigned by \( \phi_L \), we do not need to send back anything and change the assignment of small clients. Since at least one of \( c_s(\phi^*_S) \) or \( c_s(\phi_L) \) is non-zero, we have \( c_s(\phi'^n_S) < c_s(\phi^*_S) + c_s(\phi_L) \) for a \( \phi'^n_S \) that assigns small clients the same way as \( \phi^*_S \).

Now, we prove our main theorem using Lemma 3.3.1:

**Proof of Theorem 3.2.1.** Since the cost of the optimum solution for the instance consisting of only the large clients is clearly no more than that of the original instance, after Step 1 of Algorithm 1, we have an assignment \( \phi_L \) such that \( c(\phi_L) \leq \alpha(\epsilon) c(\phi^*_L) \) and it violates the capacities by a factor of at most \( \beta(\epsilon) \). By Lemma 3.3.1, given \( \phi_L \), there is a feasible fractional assignment \( \phi'^n_S \) for small clients such that \( c_s(\phi'^n_S) \leq c_s(\phi^*) + c_s(\phi_L) \) and \( c_f(\phi'^n_S) \leq c_f(\phi^*) \).

In Step 2, consider the instance of the splittable CFLP consisting of the small clients and the residual facility opening costs and capacities as defined. We use an approximation algorithm for the splittable CFLP to find an approximate splittable (i.e. fractional) assignment \( \phi'^n_S \) for small clients. Suppose that the approximation algorithm used for the splittable CFLP has separate factors \( \lambda_{ss}, \lambda_{sf}, \lambda_{fs}, \lambda_{ff} \) such that it returns an assignment with service cost at most \( \lambda_{ss} c_s(\tilde{\phi}_S) + \lambda_{sf} c_f(\tilde{\phi}_S) \) and with opening cost \( \lambda_{fs} c_s(\tilde{\phi}_S) + \lambda_{ff} c_f(\tilde{\phi}_S) \) for any feasible solution \( \tilde{\phi}_S \). Therefore, using Lemma 3.3.1:

\[
c_s(\phi'^n_S) \leq \lambda_{ss} c_s(\phi'^n_S) + \lambda_{sf} c_f(\phi'^n_S), \quad (3.1)
\]

and

\[
c_f(\phi'^n_S) \leq \lambda_{fs} c_s(\phi'^n_S) + \lambda_{ff} c_f(\phi'^n_S). \quad (3.2)
\]

The current best approximation for the non-uniform splittable CFLP is due to Bansal et al. [BGG12] with parameters \( \lambda_{ss} = 1, \lambda_{sf} = 1, \lambda_{fs} = 4, \) and \( \lambda_{ff} = 4 \).

In Step 3, we round the splittable assignment \( \phi'^n_S \) using the algorithm of Shmoys and Tardos [ST93] for the Generalized Assignment Problem (GAP) to find an integer assignment \( \phi_S \) (recall the discussion in Section 3.1.4). Given the fractional assignment of clients to facilities \( \phi'^n_S \), using the rounding algorithm of [ST93], we can round \( \phi'^n_S \) to \( \phi_S \) without increasing the connection cost, i.e. \( c_s(\phi_S) = c_s(\phi'^n_S) \), such that the capacity constraints are violated by at most an additive factor of \( \max_{j \in S} d_j \). Since all the jobs in \( S \) have demand at most \( \epsilon \), the capacity constraints are violated by at most a factor of \( 1 + \epsilon \).
After combining $\phi_S$ and $\phi_L$ in Step 4, the violation of capacities is within a factor of at most $\max\{\beta(\epsilon), (1 + \epsilon)\}$, because the facilities with violated capacities in Step 1 will be removed in Step 2 and will not be used in Step 3. So it only remains to bound the cost of this assignment:

$$c_s(\phi_S) = c_s(\phi'_S) \leq \lambda_{ss}c_s(\phi''_S) + \lambda_{sf}c_f(\phi''_S) \leq \lambda_{ss}(c_s(\phi^*) + c_s(\phi_L)) + \lambda_{sf}c_f(\phi^*),$$

$$c_f(\phi_S) \leq (1 + \epsilon)c_f(\phi''_S) \leq (1 + \epsilon)\lambda_{fs}c_s(\phi''_S) + (1 + \epsilon)\lambda_{ff}c_f(\phi''_S) \leq (1 + \epsilon)\lambda_{fs}(c_s(\phi^*) + c_s(\phi_L)) + (1 + \epsilon)\lambda_{ff}c_f(\phi^*).$$

Therefore:

$$c(\phi) = c_s(\phi_S) + c_f(\phi_L) \leq h_1(\epsilon)c_s(\phi^*) + h_2(\epsilon)c_f(\phi^*) + (h_1(\epsilon) + 1)c_s(\phi_L) + c_f(\phi_L), \quad (3.3)$$

where $h_1(\epsilon) = \lambda_{ss} + (1 + \epsilon)\lambda_{fs}$ and $h_2(\epsilon) = \lambda_{sf} + (1 + \epsilon)\lambda_{ff}$. Since $h_1(\epsilon) \geq 0$ for any $\epsilon > 0$:

$$(h_1(\epsilon) + 1)c_s(\phi_L) + c_f(\phi_L) \leq (h_1(\epsilon) + 1)c(\phi_L) \leq \alpha(\epsilon)(h_1(\epsilon) + 1)c(\phi^*) \leq \alpha(\epsilon)(h_1(\epsilon) + 1)c(\phi^*).$$

Combining this with Inequality (3.3), we obtain that the cost of $\phi$ is within factor:

$$g(\epsilon, \alpha(\epsilon)) = \max(h_1(\epsilon), h_2(\epsilon)) + \alpha(\epsilon)(h_1(\epsilon) + 1) \quad (3.4)$$

of the optimum, where $h_1(\epsilon) = h_2(\epsilon) = 5 + 4\epsilon$ using the current best ratio of [BGG12].

### 3.4 The RUCFLP($\frac{1}{2}$) and RUCFLP($\frac{1}{3}$)

In this section, we give two approximation algorithms for the RUCFLP($\frac{1}{2}$) and RUCFLP($\frac{1}{3}$). Combined with Theorem 3.2.1 (and using Algorithm 1) these imply two approximation algorithms for the UCFLP. We start with the simpler of the two, namely the RUCFLP($\frac{1}{3}$).

**Theorem 3.4.1** There is a polynomial time exact algorithm for the RUCFLP($\frac{1}{2}$).

**Proof.** Consider an optimal solution for a given instance of this problem with value $\text{OPT}_L$. Because $d_j > \frac{1}{2}$ for all $j \in C$, each facility can serve at most one client in the optimal solution. Therefore, the optimal assignment function, $\phi_L^*$, induces a matching $M = \{j\phi_L^*(j) : j \in C\}$. Let $w_{ij} = c_{ij}d_j + f_i$ and let $w(H) = \sum_{e \in H} w_e$ for any subset of edges $H \subseteq E$. It follows that $w(M) = \text{OPT}_L$.

Let $M^*$ be a minimum weight perfect matching with respect to weights $w_{ij}$. Clearly, $w(M^*) \leq w(M) = \text{OPT}_L$. In addition, $M^*$ induces a feasible assignment of clients to facilities with cost $w(M^*)$. Thus, $M^*$ induces an optimal solution for the RUCFLP($\frac{1}{2}$). Since we can find a minimum weight perfect matching in polynomial time, there is an exact algorithm for the RUCFLP($\frac{1}{2}$).
Corollary 3.4.1 There is a polynomial time \((15,3/2)\)-approximation algorithm for the UCFLP.

Proof. We run Algorithm 3.3.1, where we use the algorithm of Theorem 3.4.1 in the first step. Substituting \(\alpha(\epsilon) = 1\) and \(\epsilon = 1/2\), we have \(h_1(\frac{1}{2}) = 7\), \(h_2(\frac{1}{2}) = 7\), and \(g(\epsilon, \alpha(\epsilon)) = 15\). Since \(\beta(\epsilon) = 1\), the overall ratio is \((15,3/2)\). □

Remark 3.4.1 We can generalize the above lemma. Let \(\phi_L\) be the assignment induced by \(M^*\) and \(\hat{\phi}_L\) be any feasible assignment for the RUCFLP(\(\frac{1}{2}\)) instance. The reader may verify that a similar proof shows that \(c_s(\phi_L) + c_f(\phi_L) \leq c_s(\hat{\phi}_L) + c_f(\hat{\phi}_L)\).

The algorithm for the RUCFLP(\(\frac{1}{2}\)) is more involved. First, we show how finding an approximation algorithm for the RUCFLP(\(\epsilon\)) with zero facility opening costs leads to an approximation algorithm for the general RUCFLP(\(\epsilon\)). Then, we give an approximation algorithm for the RUCFLP(\(\frac{1}{3}\)) with zero opening costs.

Lemma 3.4.1 Given an \((\alpha'(\epsilon), \beta(\epsilon))\)-approximation algorithm \(A'\) for the RUCFLP(\(\epsilon\)) with zero facility opening costs, we can find a \((\alpha'(\epsilon)\frac{1}{2}, \beta(\epsilon))\)-approximation \(A\) for the general RUCFLP(\(\epsilon\)).

Proof. Define a new connection cost \(c'_{ij} = c_{ij} + f_i\) and opening cost \(f'_i = 0\) for all \(i \in F\) and \(j \in C\).

Note that the new cost function is still metric. Then, we run \(A'\) on this new modified instance and let the solution returned by it be assignment \(\phi_L\). We use \(\phi_L\) to assign the clients for the original instance and we claim this a \((\alpha'(\epsilon)\frac{1}{2}, \beta(\epsilon))\)-approximation. In the following, the costs of all assignments are based on \(c_{ij}\) and \(f_i\) values.

Let \(\phi_L^*\) be an optimal assignment for the original instance of the RUCFLP(\(\epsilon\)) and \(OPT_L\) be the cost of \(\phi_L^*\) (including opening costs). Let \(C_i = \phi_L^{-1}(i)\). The cost of \(\phi_L^*\) in the new instance will be

\[
\sum_{i \in C_j} \sum_{j \in C_i} d_j c'_{ij} = \sum_i \left( \sum_{j \in C_i} d_j c_{ij} + (\sum_{j \in C_i} d_j).f_i \right) \leq \sum_i \left( \sum_{j \in C_i} d_j c_{ij} + f_i \right) \leq OPT_L,
\]

where we used the fact that \(\sum_{j \in C_i} d_j \leq 1\). Thus, there is a solution in the modified instance with cost at most \(OPT_L\). Therefore, the value of the assignment found by \(A'\) in the new graph is at most \(\alpha'(\epsilon) \cdot OPT_L\). Let \(\gamma\) be the portion of this value that comes from the facility costs in \(c'\) costs, i.e., the cost of solution \(\phi_L\) in the new graph is \(c_s(\phi_L) + \gamma \leq \alpha'(\epsilon)OPT_L\). Since \(d_j > \epsilon\) for all \(j \in C\), each client \(j\) pays at least \(\epsilon\) fraction of the opening cost of \(\phi_L(j)\) embedded in costs \(c'\) and hence, \(c_f(\phi_L) \leq \frac{1}{\epsilon} \gamma\). Therefore, we have

\[
c(\phi_L) = c_s(\phi_L) + c_f(\phi_L) \leq c_s(\phi_L) + \frac{1}{\epsilon} \gamma \leq \frac{1}{\epsilon} c_s(\phi_L) + \frac{1}{\epsilon} \gamma \leq \frac{1}{\epsilon} \alpha'(\epsilon)OPT_L
\]

for \(\epsilon \leq 1\). □

Remark 3.4.2 Let \(\hat{\phi}_L\) be any feasible assignment for the original instance of the RUCFLP(\(\epsilon\)). A similar proof shows that \(c_s(\hat{\phi}_L) + \gamma \leq \alpha'(\epsilon)(c_s(\hat{\phi}_L) + c_f(\hat{\phi}_L))\). We use this fact in Section 3.4.1 to get a better ratio for the RUCFLP(\(\frac{1}{3}\)).
In the following, we present a \((7,1)\)-approximation algorithm for the RUCFLP\((\frac{1}{3})\) with zero opening costs (see Algorithm 3.4.1), which coupled with Lemma 3.4.1 yields a \((21,1)\)-approximation algorithm for the RUCFLP\((\frac{1}{3})\).

**Algorithm 3.4.1** Algorithm for solving the RUCFLP\((\frac{1}{3})\) with zero opening costs

**Require:** An instance of the RUCFLP\((\frac{1}{3})\) with zero opening costs

**Ensure:** A subset \(I \subseteq F\) and a function \(\phi : \mathcal{C} \rightarrow I\)

1. Let \(L' = \{ j \in \mathcal{C} : d_j > \frac{1}{2} \}\) and \(L'' = \mathcal{C} \setminus L'\). Assign the clients in \(L'\) by running a minimum weight perfect matching algorithm with edge weights \(w_{ij} = d_j c_{ij}\). Let \(I_{L'}\) be the opened facilities and \(\phi_{L'} : L' \rightarrow I_{L'}\) be the assignment function.
2. Find a minimum cost maximum flow in \(H\). If the value of the flow is smaller than \(|L''|\) then return "Infeasible". Else, let \(I_{L''}\) be the subset of facilities in \(F \setminus I_{L'}\) whose corresponding nodes in \(Y\) (in \(H\)) have non-zero flow through them and \(\phi_{L''}\) be the assignment function defined as: if there is a unit flow from \(x_j\) to \(y_i\) in \(H\) then \(\phi_{L''}(j) = i\).
3. Let \(I = I_{L'} \cup I_{L''}\). Combine \(\phi_{L'}\) and \(\phi_{L''}\) to form assignment function \(\phi_{L} : \mathcal{C} \rightarrow I\) where \(\phi(j) = \phi_{L'}(j)\) if \(j \in L'\), otherwise \(\phi(j) = \phi_{L''}(j)\). Return \(\phi\) and \(I\).

**Theorem 3.4.2** There is a \((7,1)\)-approximation algorithm for the RUCFLP\((\frac{1}{3})\) with zero opening costs.

**Proof.** Note that all the clients in the given instance have size \(> \frac{1}{4}\). We break them into two groups: \(L' = \{ j \in \mathcal{C} : d_j > \frac{1}{2} \}\) and \(L'' = \mathcal{C} \setminus L'\) are those which have size in \((\frac{1}{3}, \frac{1}{2}]\). In this proof (and of Lemma 3.4.2), we call clients in \(L'\), huge clients and those in \(L''\), moderately-large clients. The algorithm assigns the huge clients by running a minimum weight perfect matching algorithm with edge weights \(w_{ij} = d_j c_{ij}\). Let \(I_{L'}\) be the opened facilities and \(\phi_{L'} : L' \rightarrow I_{L'}\) be the assignment function. For moderately-large clients (i.e. those in \(L''\)), we define a flow-network \(H\) and show that minimum cost maximum flows in \(H\) correspond to minimum cost feasible assignment of clients in \(L''\) to facilities (given the assignment \(\phi_{L'}\)).

Directed network \(H\) has node set \(X \cup Y \cup \{s, t\}\) where there is a node \(x_j \in X\) for every client \(j \in L''\) and a node \(y_i \in Y\) for every facility \(i \in F\); \(s\) is the source and \(t\) is the sink. The source is connected to each node \(x_j \in X\), and all \(y_i \in Y\) are connected to the sink. Each \(x_j \in X\) is connected to a node \(y_i \in Y\) if either: the corresponding facility \(i\) is in \(F \setminus I_{L'}\), i.e. unopened yet, or \(i\) is in \(I_{L'}\) and the remaining capacity of \(i\) is enough to serve the demand of client \(j\). Set the capacity of the edges between the source and the nodes in \(X\) to 1, set the capacity of the edges between \(X\) and \(Y\) to 1, set the capacity of the edges between the nodes \(y_i \in Y\) whose corresponding facility \(i\) is unopened (i.e. not in \(I_{L'}\)) and the sink to 2, and set the capacity of the edges between the nodes \(y_i \in Y\) whose corresponding facility is in \(I_{L'}\) and the sink to 1. The cost of an edge connecting \(x_j y_i\) is \(d_j c_{ij}\) and all the other costs are 0. Algorithm 3.4.1 summarizes the algorithm for the RUCFLP\((\frac{1}{3})\) with zero opening costs.

Let \(\phi_L\) be an optimal assignment for the given instance of the RUCFLP\((\frac{1}{3})\) with cost \(\text{OPT}_L\). In Lemma 3.4.2, we will prove that there exists an assignment \(\phi'\) of clients consistent with assignment
\( \phi_{L'} \) found in Step 1, with cost at most \( 7 \text{OPT}_L \). Below we prove that in Steps 2 and 3 the algorithm finds the best possible feasible assignment of clients in \( L'' \) (given \( \phi_{L'} \)). Therefore, the cost of \( \phi \) formed in Step 4 is at most \( c(\phi') \) and hence, is at most \( 7 \text{OPT}_L \).

Since for any \( j \in L'' \): \( \frac{1}{3} < d_j \leq \frac{1}{2} \), each unopened facility after Step 1 can serve any two clients of \( L'' \) (and no more than two). This fact is reflected in that we connect all the nodes in \( X \) (corresponding to moderately-large clients) to the nodes in \( Y \) corresponding to unopened facilities \( F \setminus I_{L'} \) and we set the capacity of the edges between those nodes in \( Y \) and the sink to 2. In addition, each facility in \( I_{L'} \) can serve at most one moderately-large client, because more than \( \frac{1}{2} \) of its capacity is already used by a huge client; accordingly we set the capacity of the edges from those nodes in \( Y \) to the sink to 1 and we only connect to them the nodes of \( X \) whose corresponding client can be served by them. Considering these two simple facts:

**Claim 3.4.1** The maximum flow in \( H \) has value \( |L''| \) if and only if the given instance is feasible and there is a one to one correspondence between maximum flows in \( H \) and feasible assignment of moderately-large clients (i.e. in \( L'' \)) given \( \phi_{L'} \). Furthermore, a pair of corresponding maximum flow in \( H \) and assignment of clients of \( L'' \) to \( F \) have the same cost.

**Proof.** Observe that all the edges of \( H \) have integer capacities; so in any maximum flow edges have only integer flows. If a node \( x_j \in X \) has a flow of one to a node \( y_i \in Y \) we assume client \( j \) is assigned to facility \( i \), and vice-versa. First, suppose that the instance is feasible and let \( \phi \) be an arbitrary feasible assignment. We show that there is a feasible assignment consistent with \( \phi_{L'} \). Let \( I_{L'}^{(\phi)} \) be the set of open facilities in \( \phi \) to which a client of \( L' \) is assigned. Clearly, \( |I_{L'}^{(\phi)}| = |L'| \). Since opening costs are zero and all facilities have the same capacity, we can easily swap the facilities in \( I_{L'}^{(\phi)} \) with ones to which a client of \( L' \) is assigned to in \( \phi_{L'} \) so that we get a feasible assignment consistent with \( \phi_{L'} \). Then it is easy to see that \( H \) has a flow of value \( |L''| \) (basically the edges between \( X \) and \( Y \) in \( H \) with non-zero flow correspond to the assignment of clients of \( L'' \) in the feasible solution consistent with \( \phi_{L'} \)). Conversely, if \( H \) has a flow of \( |L''| \) then that corresponds to a feasible assignment of moderately-large clients to facilities (consistent with \( \phi_{L'} \)). The correspondence between cost of a maximum flow and an assignment of clients (of \( L'' \)) is immediate from the definition of costs of edges.

Therefore, the assignment \( \phi_{L'} \) obtained from a minimum cost maximum flow in \( H \) has the minimum cost among the assignments consistent with \( \phi_{L'} \). This together with Lemma 3.4.2 implies that \( \phi_B \) as defined has cost at most \( 7 \text{OPT}_L \).

**Lemma 3.4.2** There exists an assignment \( \phi \) of clients consistent with \( \phi_{L'} \) with cost at most \( 7 \text{OPT}_L \) where \( \text{OPT}_L \) is the cost of an optimum assignment \( \phi^*_L \) for the given instance of the RUCFLP(\( \frac{1}{3} \)).
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**Proof.** Let $\phi^*_L$ be the restriction of $\phi^*_L$ to clients in $L'$, and $G_{L'}$ be the graph induced by the edges used in $\phi_L'$ or $\phi^*_L$. Since at most one client in $L'$ is assigned to each facility by any feasible solution, the degree of vertices in $G_{L'}$ is at most 2; so $G_{L'}$ is a collection of cycles and paths. For an arbitrary path, we show how the assignment of huge clients in $\phi^*_L$ (i.e. those in $L'$) can be changed to the ones in $\phi_{L'}$ without violating any capacity, while the cost increases by at most a factor of 7. Similarly, it can be shown that each cycle can be fixed with at most a factor of 3 increase in its cost, which completes the proof.

Let $P = i_1j_1i_2j_2 \ldots i_kj_ki_{k+1}$ be an arbitrary path in $G_{L'}$ where $\phi_L^*(j_l) = i_l$ and $\phi_{L'}(j_l) = i_{l+1}$ for $1 \leq l \leq k$ (see Figure 3.3). Let $S_l$ be the set of moderately-large clients (i.e. those in $L''$) assigned to facility $i_l$ by $\phi^*_L$. In $\phi'$, we assign $j_l$ and the clients in $S_l$ to $i_{l+1}$ for $1 \leq l \leq k$ and we assign the clients in $S_{k+1}$ to $j_1$. Since we used a min-cost maximum matching algorithm to find $\phi_{L'}$, changing the assignment of clients in $L'$ does not increase the cost. Therefore, we only need to analyze the increase in cost because of the change in assignment of moderately large clients.

Consider an arbitrary $l$ where $1 \leq l \leq k$. Since $d_l > \frac{1}{2}$, the total demand of clients in $S_l$ is less than $d_l$. Therefore, if we send the clients in $S_l$ to $i_{l+1}$ over the edges $ii_lj_l$ and $j_li_{l+1}$, we increase the cost by at most $d_l(c_{ii_l} + c_{j_li_{l+1}})$. Thus, changing the assignment of clients in $\cup_{1 \leq l \leq k} S_l$ increases the cost by at most a factor of 2. Finally, the total demand of clients in $S_{k+1}$ is at most $1 < 2d_l$ for any $1 \leq l \leq k$. Therefore, sending back these clients to $i_1$ over $P$ increases the cost by at most a factor of 4. Hence, the overall cost of $\phi'$ is at most $7OPT_L$.  

The above lemma is essentially tight: there are instances of the RUCFLP($\frac{1}{2}$) with zero costs that after deciding the assignment of huge clients by a minimum weight perfect matching algorithm, any feasible solution consistent with this assignment has cost at least $7OPT_L$ (see Figure 3.4). Consider a path $P = v_1v_2v_3$ where the edges have unit cost. There are two facilities with zero opening cost on $v_1$ and $v_3$. In addition, there is a moderately-large client of demand $1/2 - \delta$ on $v_1$, a huge client of demand $1/2 + \delta$ on $v_2$, and two moderately-large clients of demand $1/2$ on $v_3$, where
δ is a small positive number. In the optimal solution, the client on \( v_2 \) is assigned to the facility on \( v_1 \) and \( OPT_L = 1/2 + \delta \). In our solution, the minimum weight perfect matching algorithm may assign the huge client on \( v_2 \) to the facility on \( v_3 \). Then, in any feasible solution, we must move the moderately-large client on \( v_1 \) to \( v_3 \) and move the two moderately-large clients on \( v_3 \) to \( v_1 \), so the total cost of any feasible solution given the assignment of the huge client, is at least
\[
\frac{1}{2} + \frac{1}{2} + (1/2 + \delta) \times 1 = 7/2 - \delta.
\]
This shows any feasible solution is essentially a factor of 7 away from the optimum.

![Figure 3.4: A tight example for Lemma 3.4.2.](image)

Combining Lemma 3.4.1 and Theorem 3.4.2:

**Corollary 3.4.2** There is a polynomial time \((21, 1)\)-approximation algorithm for the RUCFLP(\( \frac{1}{3} \)).

**Corollary 3.4.3** There is a \((160.334, 4/3)\)-approximation algorithm for the UCFLP.

**Proof.** We run Algorithm 3.3.1, where we use the algorithm of Corollary 3.4.2 for \( A \). That is, we first run the \((7, 1)\)-approximation algorithm of Theorem 3.4.2 as algorithm \( A' \) in Lemma 3.4.1 to obtain \( A \) with \( \alpha(\epsilon) = 21 \) and \( \epsilon = 1/3 \). Thus \( h_1(\frac{1}{3}) = 19/3 \), \( h_2(\frac{1}{3}) = 19/3 \), and \( g(\epsilon, \alpha(\epsilon)) = 19/3 + 21(22/3) < 160.334 \). Since \( \beta(\epsilon) = 1 \), the overall ratio is \((160.334, 4/3)\).

Notice that we solved the RUCFLP(\( \frac{1}{3} \)) and \((\frac{1}{3})\) without violation of capacities, but this is not possible for smaller values of \( \epsilon \) as shown below.

**Theorem 3.4.3** The RUCFLP(\( \epsilon \)) does not admit any \((\alpha(\epsilon), 1)\)-approximation algorithm for \( \epsilon < \frac{1}{3} \) unless \( P = NP \).

**Proof.** This can be shown by a simple reduction from the NP-hard problem 3-partition. In the 3-partition problem, we are given a set of \( 3m \) integers \( a_1, \ldots, a_{3m} \), a positive integer bound \( B \) where \( \frac{B}{4} < a_j < \frac{B}{2} \) for all \( 1 \leq j \leq 3m \) and \( mB = \sum_{1 \leq j \leq 3m} a_j \). The question is if there is a way to partition these numbers into \( m \) sets of size 3 each such that the sum of the numbers in each set is exactly \( B \). This problem is NP-hard [GJ79].

Starting from a given instance \( I_p \) of the 3-partition problem, we build an instance \( I_R \) of the RUCFLP(\( \epsilon \)) in the following way. Let \( c \) be a constant dependent on \( \epsilon \), which we define soon. For each \( 1 \leq j \leq 3m \), let \( d_j = \frac{a_j + cB}{B(3c+1)} \) and create a client \( j \) with demand \( d_j \). Also, create \( m \) facilities
with zero opening cost and capacity 1. We set all the connection costs \( c_{ij} = 0 \). We choose constant \( c \) large enough such that \( \epsilon < \frac{1}{3} - \frac{1}{12(3c+1)} \). Since \( \frac{B}{3} < a_j < \frac{B}{3} \) for all \( 1 \leq j \leq 3m \), the value of the demands are between \( \frac{1}{3} - \frac{1}{12(3c+1)} \) and \( \frac{1}{3} + \frac{1}{6(3c+1)} \) and clearly, are greater than \( \epsilon \) by the choice of \( c \). This completes the description of instance \( I_R \).

First, note that if we define \( a'_j = \delta_1 a_j + \delta_2 \) for all \( 1 \leq j \leq 3m \) and \( B' = \delta_1 B + 3\delta_2 \) for two positive constants \( \delta_1 \) and \( \delta_2 \), then this new instance is a yes instance of the 3-partition problem if and only if \( I_p \) is a yes instance. In the above reduction, we used \( \delta_1 = \frac{1}{B(3c+1)} \) and \( \delta_2 = \frac{c}{3c+1} \) to define \( d_j \) values. Thus, \( I_p \) is a yes instance if and only if we can partition \( d_j \) values into \( m \) sets of size 3 each such that the sum of numbers in each set is exactly \( B' = 1 \). Since any solution for \( I_R \), that does not violate the capacity constraints, provides such a partition of \( d_j \) values, an \((\alpha(\epsilon),1)\)-approximation algorithm for the RUCFLP(\( \epsilon \)) can be used to solve the 3-partition problem in polynomial time. Therefore, unless \( \text{P} = \text{NP} \), there is no such approximation algorithm. \( \blacksquare \)

It should be noted that to find an algorithm for the UCFLP that violates capacities within factor \( 1 + \epsilon \), we do not need to find an algorithm that does not violate capacities in the RUCFLP(\( \epsilon \)). Even if we violate the capacities within factor \( 1 + \epsilon \) in the RUCFLP(\( \epsilon \)), using Theorem 3.2.1 we can get an algorithm for the UCFLP that violates the capacities within factor \( 1 + \epsilon \). We think it is possible to find an \((\alpha(\epsilon),1+\epsilon)\)-approximation for the RUCFLP(\( \epsilon \)) for any constant \( \epsilon > 0 \). This, together with Theorem 3.2.1 would imply an \((f(\epsilon),1+\epsilon)\)-approximation for the UCFLP, for any constant \( \epsilon > 0 \).

### 3.4.1 Improving the ratios

With a more careful analysis and a simple scaling to balance the bi-factors of connection and facility costs, we can bring down the factors of our algorithms. A similar scaling has been used to obtain better ratios for several variations of facility location problems (for example see [CG99]). For some parameters \( \delta_1 \) and \( \delta_2 \) to be defined, we change Algorithm 3.3.1 as follows:

1. We multiply the original connection costs by \( \delta_1 \) to get a new cost function \( c^{(1)} \), i.e., \( c^{(1)}_{ij} = \delta_1 c_{ij} \) for all \( i \in F \) and \( j \in C \). Then, we perform Step 1 with cost \( c^{(1)} \) to find \( \phi_L \).

2. After step 1, we multiply the original connection costs by \( \delta_2 \) to get a new cost function \( c^{(2)} \), i.e., \( c^{(2)}_{ij} = \delta_1 c_{ij} \) for all \( i \in F \) and \( j \in C \). Then, we do Steps 2 and 3 with cost \( c^{(2)} \) to find \( \phi_S \).

In the following, for an assignment \( \phi \), we use \( c_s(\phi), c_s^{(1)}(\phi), \) and \( c_s^{(2)}(\phi) \) to indicate the service cost of this assignment with respect to cost functions \( c, c^{(1)}, \) and \( c^{(2)} \), respectively. In addition, assignments \( \phi^* \) and \( \phi^*_L \) have the same definition as before (i.e. for the optimal solution) and are defined with respect to the original costs. As a result, they are not necessarily optimal with respect to cost functions \( c^{(1)} \) and \( c^{(2)} \).

By Remark 3.3.1, although \( \phi^* \) is not necessarily optimal with respect to \( c^{(1)} \), there exist an assignment \( \phi''_S \) such that \( c_s^{(1)}(\phi''_S) \leq c_s^{(1)}(\phi^*) + c_s^{(1)}(\phi_L) \). Thus:
\[ c_s^{(2)}(\phi_S') = \frac{\delta_2}{\delta_1} c_s^{(1)}(\phi_S') \]
\[ \leq \frac{\delta_2}{\delta_1} c_s^{(1)}(\phi^*) + \frac{\delta_2}{\delta_1} c_s^{(1)}(\phi_L) \]
\[ = c_s^{(2)}(\phi^*) + c_s^{(2)}(\phi_L). \quad (3.5) \]

In addition, the inequalities for \( c_s(\phi_S) \) and \( c_f(\phi_S) \) at the end of proof of Theorem 3.2.1 change to:

\[ c_s^{(2)}(\phi_S) = c_s^{(2)}(\phi_S') \]
\[ \leq \lambda_{ss} c_s^{(2)}(\phi_S') + \lambda_{sf} c_f(\phi_S') \]
\[ \leq \lambda_{ss} (c_s^{(2)}(\phi^*) + c_s^{(2)}(\phi_L)) + \lambda_{sf} c_f(\phi^*), \quad \text{by Eq. (3.5)} \quad (3.6) \]
\[ c_f(\phi_S) \leq (1 + \epsilon) c_f(\phi_S') \]
\[ \leq (1 + \epsilon) \lambda_{fs} c_s^{(2)}(\phi_S') + (1 + \epsilon) \lambda_{ff} c_f(\phi_S') \]
\[ \leq (1 + \epsilon) \lambda_{fs} (c_s^{(2)}(\phi^*) + c_s^{(2)}(\phi_L)) + (1 + \epsilon) \lambda_{ff} c_f(\phi^*), \quad \text{by Eq. (3.5)} \quad (3.7) \]

Therefore, scaling down Equation (3.6) by \( \delta_2 \) and using definition of \( c^{(2)} \):

\[ c_s(\phi_S) \leq \lambda_{ss} (c_s(\phi^*) + c_s(\phi_L)) + \frac{\lambda_{sf}}{\delta_2} c_f(\phi^*). \]

Also, using definition of \( c^{(2)} \) and Equation (3.7):

\[ c_f(\phi_S) \leq \delta_2 (1 + \epsilon) \lambda_{fs} (c_s(\phi^*) + c_s(\phi_L)) + (1 + \epsilon) \lambda_{ff} c_f(\phi^*). \]

Adding these inequalities together and then, adding \( c_s(\phi_L) + c_f(\phi_L) \) to the result, we obtain:

\[ c(\phi) = c_s(\phi_S) + c_f(\phi_S) + c_s(\phi_L) + c_f(\phi_L) \]
\[ \leq \tilde{h}_1(\epsilon) c_s(\phi^*) + \hat{h}_2(\epsilon) c_f(\phi^*) + (\tilde{h}_1(\epsilon) + 1) c_s(\phi_L) + c_f(\phi_L) \quad (3.8) \]

where \( \tilde{h}_1(\epsilon) = \lambda_{ss} + \delta_2 (1 + \epsilon) \lambda_{fs} \) and \( \hat{h}_2(\epsilon) = \frac{\lambda_{sf}}{\delta_2} + (1 + \epsilon) \lambda_{ff} \). Using algorithm of Aggarwal et al. [AAB+10] for splittable CFLP, we have \( \lambda_{ss} = \lambda_{sf} = 1 \) and \( \lambda_{fs} = \lambda_{ff} = 4 \). Therefore, \( \tilde{h}_1(\epsilon) = 1 + 4 \delta_2 (1 + \epsilon) \) and \( \hat{h}_2(\epsilon) = \frac{1}{\delta_2} + 4 (1 + \epsilon) \). We use these equalities to get the improved results.

**Proof of Theorem 3.2.2.** We run the modified Algorithm 3.3.1 with \( \delta_1 = \tilde{h}_1(\frac{1}{2}) + 1 \) and value of \( \delta_2 \) to be defined soon. We have:

\[ (\tilde{h}_1(\frac{1}{2}) + 1) c_s(\phi_L) + c_f(\phi_L) = c_s^{(1)}(\phi_L) + c_f(\phi_L) \]
\[ \leq c_s^{(1)}(\phi^*) + c_f(\phi^*) \]
\[ = (\tilde{h}_1(\frac{1}{2}) + 1) c_s(\phi^*) + c_f(\phi^*) \]
\[ \leq (\tilde{h}_1(\frac{1}{2}) + 1) c_s(\phi^*) + c_f(\phi^*), \]
where the first inequality follows from Remark 3.4.1. Combining this with Inequality (3.8):

\[ c(\phi) \leq (2\hat{h}_1(\frac{1}{2}) + 1)c_s(\phi^*) + (\hat{h}_2(\frac{1}{2}) + 1)c_f(\phi^*) = (12\delta_2 + 3)c_s(\phi^*) + (1/\delta_2 + 7)c_f(\phi^*). \]

Solving the equation \(12\delta_2 + 3 = 1/\delta_2 + 7\) for \(\delta_2\), we find \(\delta_2 = (4 + \sqrt{64})/24 = \frac{1}{2}\), which gives the claimed ratio.

**Proof of Theorem 3.2.3.** Recall that we use Lemma 3.4.1 to obtain algorithm \(A\) used in Algorithm 1 for large clients. We first start with a more careful analysis in Lemma 3.4.1. By Remark 3.4.2, the proof of this lemma implies:

\[ c_f(\phi^L) \leq \frac{1}{\epsilon} \gamma \text{ and } c_s^{(1)}(\phi^L) + \gamma \leq \alpha'(\epsilon)(c_s^{(1)}(\phi^*_L) + c_f(\phi^*_L)). \]

In our case, we have \(\epsilon = 1/3\) and \(\alpha'(\epsilon) = 7\). Thus:

\[ c_f(\phi^L) \leq 3\gamma \leq 3(7c_s^{(1)}(\phi^*_L) + c_f(\phi^*_L)) - c_s^{(1)}(\phi^L) \]

which implies \(3c_s^{(1)}(\phi^L) + c_f(\phi^L) \leq 21(c_s^{(1)}(\phi^*_L) + c_f(\phi^*_L))\). If we set \(\delta_1 = (\hat{h}_1(\frac{1}{3}) + 1)/3\), we have

\[ (\hat{h}_1(\frac{1}{3}) + 1)c_s(\phi^L) + c_f(\phi^L) \leq 7(\hat{h}_1(\frac{1}{3}) + 1)c_s(\phi^*_L) + 21c_f(\phi^*_L) \]

\[ \leq 7(\hat{h}_1(\frac{1}{3}) + 1)c_s(\phi^*) + 21c_f(\phi^*). \]

Combining this with Inequality (3.8):

\[ c(\phi) \leq (\hat{h}_1(1/3) + 7(\hat{h}_1(1/3) + 1))c_s(\phi^*) + (\hat{h}_2(1/3) + 21)c_f(\phi^*) \]

\[ = (8(16\delta_2/3 + 1) + 7)c_s(\phi^*) + (1/\delta_2 + 16/3 + 21)c_f(\phi^*) \]

\[ = (128\delta_2/3 + 15)c_s(\phi^*) + (1/\delta_2 + 79/3)c_f(\phi^*) \]

By solving the equation \(128\delta_2/3 + 15 = 1/\delta_2 + 79/3\) for \(\delta_2\), we find \(\delta_2 = (17 + \sqrt{673})/128\), which gives the claimed ratio.

**3.5 The Euclidean UCFLP**

In this section, we present a quasi-polynomial time \((1 + \epsilon, 1 + \epsilon)\)-approximation algorithm for the UCFLP in Euclidean metrics. For these instances, we do not reduce our problem to the RUCFLP(\(\epsilon\)) as we did in the previous sections. The reason is that one cannot get a ratio better than \((3, 1 + \epsilon)\) by applying this reduction as shown in the tight example of Lemma 3.3.1 (note that the cost function in that example is Euclidean).

Our algorithm for Euclidean metrics assigns the large clients integrally using a dynamic programming approach, while assigns the small clients fractionally at the same time at low cost. Then we can round the fractional assignment of the small clients by the algorithm of Shmoys and Tardos [ST93] for the GAP, as we did in Section 3.3. This rounding will not increase the cost and yields
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a blowup of factor at most $1 + \epsilon$ in facility capacities. We should note that Bateni and Hajiaghayi [BH09] used this approach in the design of their $(1 + \epsilon, 1 + \epsilon)$-approximation algorithm for the UCFLP in the metrics induced by trees. We combine some of their ideas with techniques developed for designing PTASs for some Euclidean optimization problems; most notably the algorithms of [Aro96, ARR98]. While our algorithm has some similarities to that of [BH09] (such as the way we define client types), there are some technical differences. In particular, our table entries in the dynamic programming are defined based on shifted quad-tree that is obtained from a dissection of the plane and the way we combine solutions for the subproblems is more complicated.

We assume that the input points are on a unit grid, the minimum inter-node distance is at least 4 (which implies no two nodes are located on the same grid point), and the maximum inter-node distance is at most $O(n^4)$. We can enforce all these assumptions by a preprocessing step similar to the one used by Arora [Aro97] to make the instances well-rounded for $k$-TSP and $k$-MST. For completeness of exposition, we describe this perturbation step in Subsection 3.5.4.

We use the randomly shifted quad-tree dissection method due to Arora to partition Euclidean plane [Aro96]. We briefly explain it here, a reader familiar with this can skip this paragraph. We start with the bounding square of the input points and recursively partition it into smaller sub-squares. Suppose the length of this bounding square (box) is $L$ and without loss of generality, assume $L$ is a power of 2. Each square is partitioned into four equal sub-squares and we recursively proceed for each sub-square and stop partitioning a sub-square if it has unit length (and therefore has at most one input point in it). There is an immediate 4-ary tree structure corresponding to this dissection where each square in the dissection is a node of the tree. For two integers $a, b \in [0, L)$, the $(a, b)$-shift of dissections is obtained by shifting the $x$- and $y$-coordinates of all the dissecting lines by $a$ and $b$ modulo $L$, respectively. We obtain an $(a, b)$-shifted quad-tree from the 4-ary tree representing the corresponding shifted dissection by simply removing (from the tree) the partitioning of squares without any input point.

For each square in a shifted dissection, we place a portal at each of its four corners and place $m$ evenly spaced points on each edge, where $m$ is a power of 2 (to be defined later). In other words, we put $4(m + 1)$ portals on each square and the portals of higher level squares are co-located on some portals of lower level squares. Note however that each portal is owned by a distinct square (so even if several portals are co-located at the same point each belongs to one unique square). Let a portal-respecting path between two points be a path that crosses the squares only at portals. Let $S$ be a collection of pairs of input points in the plane and let $c(S)$ be the total Euclidean distance of pairs. Arora, Raghavan, and Rao [ARR98] show that in presence of our assumptions, if we pick $0 \leq a, b < L$ uniformly at random and use $m = O(\log n/\epsilon)$ portals on each side of each square, then with probability at least $1/2$, there exist some portal-respecting paths between the pairs in $S$ with total length (cost) at most $(1 + \epsilon)c(S)$. We present a dynamic programming algorithm to find a $(1 + \epsilon, 1 + \epsilon)$-approximate portal-respecting solution for the UCFLP instances. Then, we run this
algorithm for all possible values of $a$ and $b$ and return the best solution of these runs. Based on the above result regarding portal respecting paths, this solution is $(1 + \epsilon', 1 + \epsilon')$-approximate solution for the Euclidean UCFLP for some $\epsilon'$ depending on $\epsilon$.

### 3.5.1 Grouping Clients and Rounding Demand Sizes

For the simplicity of description, we assume $\frac{1}{\epsilon}$ is an integer and denote it by $p$. First, we apply a grouping and rounding step which is essentially the same as the one in [BH09]. We partition the clients into three groups of large, small, and tiny clients according to their demand sizes. We round down the demands of large and small clients and show that the precision error (i.e. violation of facility capacities) resulted from this rounding does not exceed $2\epsilon$. Also, this rounding does not increase the cost by more than a $(1 + \epsilon)$ factor when we restore the original demands. As before, the clients with demands greater than $\epsilon$ are called large but the definition of small clients are different from before. We round down the demands of large clients to the nearest multiple of $\frac{\epsilon^2}{n}$. This yields $q = \frac{1}{\epsilon^2} + 1 = p^2 - p + 1$ distinct demand values. Since each facility can serve at most $q$ large clients, this rounding yields a blowup of at most $p\epsilon^2 = \epsilon$ of facility capacities. Therefore, if we work with these rounded down demand values from now on, we violate the facility capacities by at most an additive value of $\epsilon$. We define a client type corresponding to each of these $q$ distinct demand value; so far we have defined $q$ client types.

A client $j$ with demand $\frac{\epsilon}{n} < d_j \leq \epsilon$ is called small. We round down the demands of small clients to the nearest multiple of $\frac{\epsilon^2}{n}$. Similar to large clients, this yields an additive blowup of at most $\epsilon$ of facility capacities (as there can be at most $n/\epsilon$ small clients adding a total of $\epsilon$ to the demand of a facility). We intend to assign these clients fractionally. Therefore, we just need to keep track of their total demand which is a multiple of $\frac{\epsilon^2}{n}$. For this purpose, we divide each small client with rounded demand $d$ into $dn/\epsilon^2$ clients each with demand $\frac{\epsilon^2}{n}$. Since $d \leq \epsilon$ and is a multiple of $\frac{\epsilon^2}{n}$, we break each small client into at most $n/\epsilon$ clients. These clients of demand $\frac{\epsilon^2}{n}$ form type $q + 1$.

Finally, we call all the other clients tiny. The demand of these clients are negligible with respect to capacities, i.e. even if we assign all of them to an already full facility, it yields an additive blowup of at most $\epsilon$. We leave their demands intact. It should be noted that their assignment cost may still be significant and we must be careful in their assignment. Now, we are ready to define the dynamic programming tables with respect to the $p + 1$ client types and tiny clients. Note that $q + 1$ is a constant for a fixed $\epsilon > 0$ and this is crucial in our algorithm.

### 3.5.2 The Dynamic Programming Tables

We define a set of subproblems for each square in the shifted quad-tree and solve it by combining the solutions of its children. We treat the clients of type 1 through $q + 1$ separately from tiny clients. First, we explain how we handle the clients of type 1 through $q + 1$. Consider a shortest portal-
respecting path from a client to a facility. It passes through some nodes of the quad-tree (i.e., squares in the dissection): The client moves up to its least common ancestor in the quad-tree and moves downward to the node (i.e., square) containing the facility. Equivalently, we can think of moving up the facility to meet the client in their least common ancestor node in the tree and each one pays its own movement cost. Looking at the problem this way, the portion of a facility capacity serving a client must move to their least common ancestor. In fact, we are breaking each facility $i$ into some virtual facilities, one for each client $j$ it must serve, and move that virtual facility (corresponding to the portion of capacity for serving $j$) to meet $j$ at the least common ancestor of the two squares containing $i$ and $j$.

Assume we have decided (in the dynamic programming) that a facility must serve $n_\ell$ clients of demand type $\ell$ for each $1 \leq \ell \leq q + 1$ (we make this decision by enumerating all possible ways of choosing $n_\ell$ values when we solve the base case corresponding to the leaf of quad-tree containing this facility). We break this facility into $n_\ell$ virtual facilities of type $\ell$ for all $1 \leq \ell \leq q + 1$. A virtual facility of type $\ell$ can only serve a client of type $\ell$. Considering the problem this way, in each square some clients will be served by facilities inside, some clients will be shipped outside through the portals of the square, some virtual facilities inside will serve the clients inside and some will be sent outside through the portals to serve clients from outside. Thus, for each portal of a square, we just need to keep track of how many of each demand type is sent to this portal to be served outside and how many of each virtual facility type is sent to this portal to service clients from outside. One nice feature of breaking the facilities into virtual facilities is that once we have decided how a facility is going to be broken into virtual facilities (i.e., each $n_\ell$ is guessed for $1 \leq \ell \leq q + 1$), we can consider the subproblem of each demand type independent of other types since no client or virtual facility of a type can interfere with other types.

To handle tiny clients, we first need to point out a simple observation. Assume some tiny clients are sent to a portal of a square they belong to, to be sent to their facility. As we stated before, tiny clients can be assigned to any open facility without a significant blowup in capacities. Thus, we can send all the tiny clients sent to a portal to the closest open facility, without increasing the connection cost. In other words, there is a solution with cost no more than optimal cost in which all the tiny clients sent to the same portal, head to the same facility (i.e., nearest open one) and we seek such a solution in our algorithm. To find such a solution, we fix (by enumerating all possibilities) the facility that should be used by tiny clients sent to each portal (of each square) in our dynamic programming. Then, instead of assigning each tiny client to a facility, we assign it to one of the portals around the square containing it and automatically all the tiny clients assigned to that portal will be served at the "guessed" nearest open facility for that portal. After choosing a portal for a tiny client, the client pays the cost of connection to the facility of that portal with a portal-respecting path fully upfront.

Formally, an instance of a subproblem is defined as a tuple $(s, D, F)$ where $s$ is a square in
the quad-tree (i.e. the dissection) and $D$ and $F$ are two matrices containing information about the demands and (virtual) facilities moved to portals of $s$: $D$ is a $4(m + 1) \times (q + 2)$ matrix (for demands) where the $i$th row keeps track of the information regarding the $i$th portal of $S$. The first $q + 1$ elements of this row show the number of clients of each client type (from 1 to $q + 1$) moved to this portal. The $(q + 2)$th element shows the index of the facility that the tiny clients (inside of $s$) that are moved to this portal plan to use. $F$ is defined similarly for facilities, namely it is a $4(m + 1) \times (q + 2)$ matrix where the $i$th row keeps track of the information regarding the $i$th portal for facilities. The first $q + 1$ elements of this row show the number of virtual facilities of each of $q + 1$ virtual facility types moved to this portal. The $(q + 2)$th element shows the index of the closest open facility inside $s$ to this portal (to be used for tiny clients moved to this portal). A value of 0 for facility index indicates that there is no open facility available inside. We store in $A[s, D, F]$ the value of optimal solution of the subproblem $(s, D, F)$, i.e. the minimum total cost to service the clients in square $s$ by opening facilities inside and sending clients and virtual facilities inside $s$ to outside of $s$ through its portals according to matrices $D$ and $F$. The tiny clients inside $s$ pay their connection cost fully upfront i.e. if they are to be served at a facility outside of $s$ they contribute their connection cost to those facilities to the total cost, while the other clients (large and small) just pay the cost to move to their portal or to be served inside. The solution that we are seeking to find is $A[s_r, 0, 0]$ with $s_r$ being the bounding box of all the input points. In the last step, we should round the “fractional” assignment of small clients to an integer one, again using the algorithm of Shmoys and Tardos [ST93] for the GAP. This rounding does not increase the cost but may violate the capacity constraints by the maximum demand value. Since each small client has demand at most $\epsilon$, this will incur another additive of at most $\epsilon$ blow up in capacity constraints.

### 3.5.3 Computing the table

We now show how we can compute $A[s, D, F]$ recursively. The leaves of the quad-tree have either one client or one facility in them. We have three cases:

1. There is one client of type $j$ ($1 \leq j \leq p + 1$) inside $s$: We must ship this client to one of the portals. For the entries $A[s, D, F]$ where $F$ is the zero matrix and $D$ has one non-zero value equal to 1 in the $j$th column of exactly one of its rows, say row $\ell$, we set $A[s, D, F]$ to the cost of shipping the client to the $\ell$th portal. For all other entries, we set $A[s, D, F]$ to undefined (or infinity).

2. There is one tiny client inside $s$: For the entries $A[s, D, F]$ where $F$ is zero and $D$ has exactly one non-zero value, say $i$ (corresponding to facility $i$), in the $(p + 2)$th column of exactly one of its rows, say $\ell$, we set $A[s, D, F]$ to the cost of moving the client to the $\ell$th portal and then moving it through the shortest portal-respecting path between the portal and facility $i$. For all other entries, we set $A[s, D, F]$ to undefined (or infinity).
3. There is a facility, say \( i \), in the square. We set \( A[s, 0, 0] = 0 \). For the entries \( A[s, D, F] \) in which \( D \) is the zero matrix, and the total capacity (i.e. virtual facilities) sent to the portals of \( s \) according to \( F \) is not more than the capacity of facility \( i \), and the \((p + 2)\)th column of \( F \) has value \( i \) in its entries, we set \( A[s, D, F] \) to the opening cost of \( i \) plus the cost of moving virtual facilities according to \( F \) to the portals. For all other entries, we set \( A[s, D, F] \) to undefined (or infinity).

We update each non-leaf node as follows. Let \( s \) be a non-leaf node and \( s_1, s_2, s_3, \) and \( s_4 \) be its four children. We enumerate all the combinations of matrices \( D \) and \( F \) for \( s \) and matrices \( D_i \) and \( F_i \) for \( s_i \) for all \( 1 \leq i \leq 4 \) where the subproblems are consistent (to be explained below). We update \( A[s, D, F] \) with respect to subproblems \( (s_i, D_i, F_i) \). As mentioned before, we can solve the problem for each demand type and the corresponding virtual facility type separately, because there is no dependencies between two different types. Let \( \Psi_ℓ \) be the total cost for demand types \( ℓ \) in subproblem \( (s, D, F) \) assuming the subproblems \( (s_i, D_i, F_i) \) (\( 1 \leq i \leq 4 \)). We show how to compute \( \Psi_ℓ \) below.

Let \( m_1^{(ℓ)} \) and \( m_4^{(ℓ)} \) (for \( 1 \leq i \leq 4 \)) be the number of virtual facilities of type \( ℓ \) in \( F \) and \( F_i \), respectively. We define \( n_1^{(ℓ)} \) and \( n_4^{(ℓ)} \) (for \( 1 \leq i \leq 4 \)) for the number of clients of type \( ℓ \) in \( D \) and \( D_i \), respectively. Note that \( n_1^{(ℓ)} + n_2^{(ℓ)} + n_3^{(ℓ)} + n_4^{(ℓ)} - n^{(ℓ)} \) is the total number of clients of type \( ℓ \) inside \( s \) that are to be serviced inside \( s \) since only \( n^{(ℓ)} \) many demands of type \( ℓ \) are shipped outside from a total of \( n_1^{(ℓ)} + n_2^{(ℓ)} + n_3^{(ℓ)} + n_4^{(ℓ)} \). Similarly, of a total of \( m_1^{(ℓ)} + m_2^{(ℓ)} + m_3^{(ℓ)} + m_4^{(ℓ)} \) virtual facility of type \( ℓ \) inside \( s \), only \( m_1^{(ℓ)} \) is sent to portals and therefore \( m_1^{(ℓ)} + m_2^{(ℓ)} + m_3^{(ℓ)} + m_4^{(ℓ)} - m^{(ℓ)} \) virtual facilities of type \( ℓ \) must be used inside \( s \). Therefore, we must have

\[
\begin{align*}
n_1^{(ℓ)} + n_2^{(ℓ)} + n_3^{(ℓ)} + n_4^{(ℓ)} - n^{(ℓ)} &= m_1^{(ℓ)} + m_2^{(ℓ)} + m_3^{(ℓ)} + m_4^{(ℓ)} - m^{(ℓ)},
\end{align*}
\]

or else the subproblems considered are inconsistent. Denote this quantity by \( r^{(ℓ)} \); so we must assign exactly \( r^{(ℓ)} \) clients of type \( ℓ \) to \( n^{(ℓ)} \) facilities of this type inside \( s \); otherwise this combination of sub-problems is impossible and the solutions to the sub-problems are inconsistent. We can assign these \( r^{(ℓ)} \) clients and facilities of type \( ℓ \) optimally in polynomial time by running a minimum cost perfect matching algorithm as described below. Note that by Equation (3.9), we must have \( n_1^{(ℓ)} + n_2^{(ℓ)} + n_3^{(ℓ)} + n_4^{(ℓ)} + m^{(ℓ)} = m_1^{(ℓ)} + m_2^{(ℓ)} + m_3^{(ℓ)} + m_4^{(ℓ)} + n^{(ℓ)} \). Since out of \( n_1^{(ℓ)} + n_2^{(ℓ)} + n_3^{(ℓ)} + n_4^{(ℓ)} \) clients of type \( ℓ \), \( n^{(ℓ)} \) are shipped outside, therefore, we must match each of \( n_1^{(ℓ)} + n_2^{(ℓ)} + n_3^{(ℓ)} + n_4^{(ℓ)} \) to one of \( n^{(ℓ)} \) or one of \( m_1^{(ℓ)} + m_2^{(ℓ)} + m_3^{(ℓ)} + m_4^{(ℓ)} \) virtual facilities of type \( ℓ \). Similarly, out of \( m_1^{(ℓ)} + m_2^{(ℓ)} + m_3^{(ℓ)} + m_4^{(ℓ)} \) facilities of type \( ℓ \), only \( m^{(ℓ)} \) are sent to portals of \( s \), thus each is either matched to one of \( m^{(ℓ)} \) portals or is used to serve one of \( n_1^{(ℓ)} + n_2^{(ℓ)} + n_3^{(ℓ)} + n_4^{(ℓ)} \) clients. This suggests to form a bipartite graph \( H \) with \( n_1^{(ℓ)} + n_2^{(ℓ)} + n_3^{(ℓ)} + n_4^{(ℓ)} \) clients of the sub-squares \( s_1, \ldots, s_4 \) and \( m^{(ℓ)} \) facilities of \( s \) on one side and \( m_1^{(ℓ)} + m_2^{(ℓ)} + m_3^{(ℓ)} + m_4^{(ℓ)} \) facilities of the sub-squares and \( n^{(ℓ)} \) clients of \( s \) on the other side. Put an edge between two vertices of the two partitions of \( H \) unless one of them is from the \( m^{(ℓ)} \) facilities and the other is from the \( n^{(ℓ)} \) clients. In other words, \( H \) has
\((n_1^{(\ell)} + n_2^{(\ell)} + n_3^{(\ell)} + n_4^{(\ell)} + m^{(\ell)})(m_1^{(\ell)} + m_2^{(\ell)} + m_3^{(\ell)} + m_4^{(\ell)} + n^{(\ell)}) - m^{(\ell)} n^{(\ell)}\) edges. The cost of an edge of \(H\) is the cost of the shortest portal-respecting path between its endpoints times \(d_\ell\) (demand of type \(\ell\)). It is not hard to see that this gives the best possible assignment for the demand type \(\ell\) given the sub-problems, i.e. \(\Psi_\ell\) is the weight of the minimum cost matching of \(H\). We update \(A[s, D, F]\) to:

\[
\min(A[s, D, F], A[s_1, D_1, F_1] + A[s_2, D_2, F_2] + A[s_3, D_3, F_3] + A[s_4, D_4, F_4] + \sum_{\ell=1}^{p+1} \Psi_\ell).
\]

If for one of the types \(1 \leq \ell \leq p + 1\), one of the sub-problems does not have a solution, then the combinations of matrices that we have guessed are inconsistent (and we do not update \(A[s, D, F]\)).

One other consistency condition of the matrices \(D, F\), and \(D_i, F_i\) (for \(1 \leq i \leq 4\)) that we need to check is that for co-located portal points of \(s, s_1, s_2, s_3\), and \(s_4\), we must have consistency of facilities devoted to tiny clients in those portal points. For instance, if \(t_1\) is a portal of \(s_1\) and \(t\) is a portal point of \(s\) and the tiny clients of \(s_1\) shipped to \(t_1\) are to be served at facility \(i_1\) and the tiny clients of \(s\) shipped to \(t\) are to be served at \(i\) and the shortest portal-respecting path from \(t_1\) to \(i_1\) goes through \(t\) then we must have \(i_1 = i\), or else the sub-problems are not consistent. Here is how we check for this type of consistency. Let \(T\) be the set of all portals in \(s, s_1, s_2, s_3, s_4\). Recall that each portal point is “owned” by a square, so there might be several portal points in \(T\) that are co-located.

For each portal \(t \in T\) (where \(t\) is the portal of exactly one of \(s, s_1, s_2, s_3,\) or \(s_4\)) let \(f(t)\) be the index of the facility that the tiny clients sent to \(t\) are assigned to; this index can be found in row \(t\) and column \((p + 2)\) of \(D\) or \(D_1, D_2, D_3,\) or \(D_4\) (whichever sub-problem the portal \(t\) belongs to). For each portal \(t \in T\), let \(f'(t)\) be the index of the closest facility to this portal inside the square of this portal, which can be found in column \((p + 2)\) of \(F\) or \(F_1, F_2, F_3,\) or \(F_4\) (again depending on which square owns portal \(t\)). For each portal \(t \in T\), we check a shortest portal-respecting path from \(t\) to \(f(t)\). We consider two cases.

Case 1: if \(f(t)\) is outside \(s\) then let \(t_s \in T\) be the the last portal of \(T\) on this shortest path from \(t\) to \(f(t)\) (note that \(t_s\) must be a portal of \(s\)). Then we must have that \(f(t_s) = f(t)\).

Case 2: if \(f(t)\) is inside \(s\) and belongs to one of the 4 sub-squares of it, say square \(s_i\), then let \(t_{i}\) be the the last portal of \(T\) on this shortest path from \(t\) to \(f(t)\) (note that \(t_i\) must belong to \(s_i\)). Then we must have that \(f'(t_i) = f(t)\).

If either of these conditions are not satisfied we have a inconsistency of facilities of tiny clients and we skip the guessed matrices for the sub-problems.

### 3.5.4 Preprocessing Step

In this subsection we describe a perturbation step which enforces the assumptions we made about the size of the bounding box containing the points. Recall that we want: all the points are on a unit grid, the minimum inter-node distance is at least 4, and the maximum inter-node distance...
is at most $O(n^4)$. Observe that if we scale the connection and opening costs, then the optimum solution of the problem remains the same. Thus, we scale the costs by $4/c_{\text{min}}$, where $c_{\text{min}}$ is the minimum non-zero inter-node distance. In the new instance with scaled costs, $c_{\text{min}}$ is 4. From now on, we work with this instance. Let $\text{OPT}$ be the value of an optimal solution. We first compute a crude approximation, $A$, of $\text{OPT}$. For instance, this can be done by using the $O(\log(n), 1 + \epsilon)$-approximation algorithm of [BH09]. Therefore, we have $A = 4 \text{OPT}(\log n)$. We pick random $a$ and $b$ and construct a shifted quad-tree. This time, we stop as soon as the size of squares become less than $nA$. We claim that the shifted quad-tree does not cut any edge of an optimal solution with probability at least $1 - 4/n$. Hence, we can treat each leaf of this quad-tree as an independent instance where the length of the bounding box of each instance is at most $nA$.

To prove the claim, consider that the optimal solution consisting of a collection of line segments with length at least 4. By Lemma 4 of [Aro97], each line segment of the optimal solution with length $s$ crosses at most $2s$ lines of unit grid. Therefore, at most $2 \text{OPT} \leq 2A$ lines of gird are crossed by any segment in the solution. As a result, the probability that the shifted quad-tree cuts one of these segments is at most $2A$ over the length of the leaf squares which is at least $nA/2$. Hence, the probability is at most $4/n$.

Let $L$ be the size of the bounding box of the points. We lay a grid of granularity $\epsilon A/(4n^2 \log(n))$. We move the input nodes one by one to its nearest grid point whose neighborhood of grid-distance 4 is empty of any other node. It is not hard to see that each original node can be assigned to a grid point of grid-distance at most $4n$. Therefore, we move each point by at most $4n\epsilon A/(4n^2 \log(n))$, and by the triangle equality, the cost of any solution increases by at most $n\epsilon A/(n \log(n)) \leq \epsilon \text{OPT}$.

Since $L < nA$, the size of the bounding box after scaling is at most $2(4n) + L/(\epsilon A/(4n^2 \log(n))) < 8n + 4 \epsilon n^3 \log(n) = O(n^4)$.

3.5.5 Wrap-up

**Proof of Theorem 3.2.4.** Recall that in the preprocessing step, the cost of the solution increases by a factor of at most $(1 + \epsilon)$. When we restrict our solution to be portal-respecting, we lose another $1 + \epsilon$ factor. In the dynamic programming, we find the best solution under these restrictions with respect to rounded demand values. When we restore the demands to their original values, we increase them by a factor of at most $1 + \epsilon$, which increases the cost by at most another $1 + \epsilon$ factor. As a result, we find a solution whose cost is at most $(1 + \epsilon)^3$ factor away from the optimal value. As we stated before, the total blow-up in facility capacities incurred due to rounding of large and small clients is at most $2\epsilon$. In addition, the assignment of tiny clients may result in another $\epsilon$ blowup of capacity for each facility. Finally, when we round the fractional assignment of small clients using the Shmoys-Tardos algorithm, we may have another blowup of at most $\epsilon$. Therefore, in total, we may have a violation of capacities by at most $4\epsilon$. This shows that the bicriteria factor of our algorithm is $((1 + \epsilon)^3, 1 + 4\epsilon)$. By setting $\epsilon < \epsilon'/4$, we have the claimed performance, because $(1 + \epsilon'/4)^3 \leq 1 + \epsilon'$ for $0 < \epsilon' \leq 1$. 


Now, we analyze the time complexity. The preprocessing step and construction of the shifted quad-tree can be done in time $O(n \log n)$ [Aro97]. Let $T$ be the number of table entries for each square $s$. It can be seen that $T = O(n^{8(m+1)(q+2)})$. We compute the table entries corresponding to each square $s$ in time $O(T^5)$ which is to enumerate all combinations of possible entries for $s$ and its four children. Therefore, for any fixed $\epsilon > 0$ the overall running time of the dynamic programming algorithm is in $n^{O(m)} = n^{O(\log n/\epsilon)}$.

**Remark 3.5.1** We presented our algorithm and the proof for $\mathbb{R}^2$. One can generalize these to $d$ dimensions where the performance ratio remains the same and the running time increases to $n^{O((\log n/\epsilon)^d-1)}$ which is still quasi-polynomial time for constant $d > 0$.

### 3.6 Simple Observations

Here, we present some simple observations.

**Proposition 3.6.1** Any $\alpha$-approximation algorithm for the soft CFLP yields a $2\alpha$-approximation algorithm for the soft CFLP with unsplittable demands and vice versa (both in non-uniform and uniform demand case).

**Proof.** First, we show that given a solution for the soft CFLP, we can change it to a solution with unsplittable demands while we at most double the cost. Let $(x, y)$ be a solution for the soft CFLP. Here, $x_{ij}$ shows the units of demand of clients $j$ assigned to facility $i$ in the solution, i.e., $x_{ij} = \phi(i, j)$ and $y_i$ shows the number of copies of facility $i$ which is open in the solution. Clearly, we must have $\sum_{j \in C} x_{ij} \leq y_i u_i$. Let $t_i$ be the total units of demand served by copies of facility $i$, i.e., $t_i = \sum_{j \in C} x_{ij}$.

We describe a charging scheme to determine the share of each client from the total cost. Later, we use these shares to bound the cost of an unsplittable solution we build from the solution $(x, y)$. Each client pays for its own connection cost and it pays for the facility cost proportional to its usage. In other words, client $i$ pays $\frac{x_{ij}}{t_i} f_i y_i$ for the opening cost of copies of facility $i$. Thus, the total share of client $j$ is $\sum_i c_{ij} x_{ij} + \sum_i \frac{x_{ij}}{t_i} f_i y_i = \sum_i x_{ij} (c_{ij} + \frac{f_i y_i}{t_i})$.

Now, we construct an unsplittable solution from $(x, y)$. Let $F'$ be the set of all facilities such that $y_i > 0$. Assign the demand of client $j$ to a facility $i^*$ such that $i^* = \arg \min_i \{c_{ij} + \frac{f_i y_i}{t_i}\}$. Denote this assignment function by $\phi_u$ and let $t'_i$ be the total demand assigned to copies of facility $i$ by $\phi_u$. Then, the total cost of the unsplittable solution is:

$$\sum_j d_j c_{\phi_u(j)j} + \sum_{i \in F'} \left[ \frac{t'_i}{u_i} \right] f_i \leq \sum_j d_j c_{\phi_u(j)j} + \sum_i \frac{t'_i}{u_i} f_i + \sum_{i \in F'} f_i$$

where we used the simple facts that $\left[ \frac{t'_i}{u_i} \right] \leq \frac{t'_i}{u_i} + 1$ and $t'_i = 0$ for $i \notin F'$. Clearly, the value of the third term of the right hand side is at most the cost of $(x, y)$. We only need to prove that the sum of...
the first two terms is at most the cost of \((x, y)\):

\[
\sum_j d_j c_{\phi_u(j)} + \sum_i \frac{t_i}{u_i} f_i \leq \sum_j d_j c_{\phi_u(j)} + \sum_i \frac{\sum_{j: \phi_u(j)=i} d_j}{u_i} f_i \\
\leq \sum_j d_j c_{\phi_u(j)} + \sum_j d_j \frac{f_{\phi_u(j)}}{u_{\phi_u(j)}} \\
= \sum_j d_j (c_{\phi_u(j)} + \frac{f_{\phi_u(j)}}{u_{\phi_u(j)}}) \\
= \sum_j \sum_i x_{ij} (c_{\phi_u(j)} + \frac{f_{\phi_u(j)}}{u_{\phi_u(j)}}) \\
\leq \sum_j \sum_i x_{ij} (c_{ij} + \frac{f_i}{u_i}) \\
\leq \sum_j \sum_i x_{ij} (c_{ij} + \frac{f_i}{t_i/y_i}),
\]

where in the second line, we used the fact that each client assigned to exactly one facility, in the fourth line, we utilized \(d_j = \sum_i x_{ij}\), in the sixth line, we used the facts that \(\phi_u(j) = \arg \min_i \{c_{ij} + \frac{f_i}{u_i}\}\) and in the seventh line, we used \(t_i/y_i \leq u_i\). As the final upper-bound is the summation of share of each client from cost of \((x, y)\), we showed that the cost of our unsplittable solution is at most twice of cost of the original solution.

Finally, let \(\text{opt}\) be the optimum value of the soft CFLP and let \(\text{opt}_u\) be the optimum with additional constraint of unsplittable demands. Since any unsplittable solution is a feasible solution for the soft CFLP and because of the above construction, we have \(\text{opt} \leq \text{opt}_u \leq 2 \text{opt}\).

Given any \(\alpha\)-approximation algorithm for the soft CFLP, we run this algorithm and we transform its solution, which has cost at most \(\alpha \text{opt}\), to an unsplittable solution with cost at most \(2\alpha \text{opt} \leq 2\alpha \text{opt}_u\). Conversely, given any \(\alpha\)-approximation algorithm for the unsplittable soft CFLP, we run this algorithm and return its solution as our answer. The cost of its solution is at most \(\alpha \text{opt}_u \leq 2\alpha \text{opt}\).

**Proposition 3.6.2** Unless \(P = NP\), any approximation algorithm with bounded approximation ratio for the UCFLP violates the capacities of at least \(\lfloor \frac{n}{2} \rfloor\) facilities.

**Proof.** The proof is via a reduction from the partition problem. The partition problem is the problem of whether a given multiset of positive integers can be partitioned into two subsets having equal sum. Consider an instance of the partition problem \(I_p\) and let \(a_1, \ldots, a_k\) be the integers in this instance, where \(k\) is the size of the multiset.

For an arbitrary \(n\), we construct an instance of the UCFLP, denoted by \(I_{U}\), with \(n\) facilities. Construct a UCFLP instance with \(\lfloor \frac{n}{2} \rfloor\) pair of facilities and if \(n\) is odd, an additional separate facility.
The capacity of each facility is $\frac{1}{2} \sum_{i=1}^{k} a_i$. Distance of two facilities is 0 if they are in the same pair and is 1 otherwise. Place $k$ clients at distance 0 from each pair of facilities ($k \lfloor \frac{n}{2} \rfloor$ clients in total). Set the demand of $i$th client of each pair to be $a_i$.

If $I_p$ is a yes instance, then there is a solution with cost 0 for $I_U$. Thus, any algorithm with bounded approximation ratio must assign the clients at distance 0 of each pair of facilities to these facilities. Therefore, if an algorithm with bounded approximation ratio violates the capacities of less than $\lfloor \frac{n}{2} \rfloor$ facilities, it does not violate the capacities of at least a pair of facilities in $I_U$. The assignment of clients at distance 0 from this pair to the facilities of this pair gives a valid partition of the integers. If $I_p$ is a no instance, in any solution for $I_U$, the capacity of at least one facility of each pair must be violated and we can recognize this case. As a result, we can solve the partition problem in polynomial time. Thus, Unless $P=NP$, we cannot have such an approximation algorithm.

**Proposition 3.6.3** There is a (5, 2)-approximation algorithm for the uniform UCFLP and a factor (9, 2) algorithm for the non-uniform version.

**Proof.** We first run the algorithm of [AAB+10] for the uniform splittable CFLP. This algorithm returns an assignment $\phi$ such that $c_f(\phi) \leq 2c(\phi^*)$ and $c_s(\phi) \leq c(\phi^*)$ where $\phi^*$ is an optimal assignment. Then, we change this splittable assignment to an unsplittable assignment $\phi'$ using GAP rounding algorithm (recall GAP reduction technique from Section 3.1.4). This rounded solution violates the facility capacities within factor 2 and only doubles the facility cost and keeps the connection cost intact. Therefore, we get $c(\phi') = c_s(\phi') + c_f(\phi') \leq c(\phi^*) + 4c(\phi^*) \leq 5c(\phi^*)$.

We do the same for the non-uniform version. The only difference is that we run the algorithm of [BGG12] for the non-uniform splittable CFLP. This algorithm returns an assignment $\phi$ such that $c_f(\phi) \leq 4c(\phi^*)$ and $c_s(\phi) \leq c(\phi^*)$ where $\phi^*$ is an optimal assignment. The rest of analysis is similar to the uniform case.

**Proposition 3.6.4** The non-metric UCFLP does not admit any $(c \log n, \beta)$-approximation algorithm for some constant $c > 0$ and any $\beta \geq 1$ unless $P=NP$.

**Proof.** There is a simple factor-preserving reduction from the Set Cover problem to the non-metric UCFLP (sets are facilities, elements are clients and costs are 0 or $\infty$ based on membership relations). Since we cannot approximate set cover problem within factor $c \log n$ for some constant $c > 0$ unless $P=NP$ [AMS06], we have the above hardness result for non-metric UCFL problem.
3.7 Towards solving RUCFLP(\(\epsilon\))

Recall that an \((f(\epsilon), 1 + \epsilon)\)-approximation algorithm for the RUCFLP(\(\epsilon\)) yields an \((O(1), 1 + \epsilon)\)-approximation for the UCFLP for a fixed \(\epsilon > 0\). In this section, we try to simplify RUCFLP(\(\epsilon\)) with the hope of getting such factor \((f(\epsilon), 1 + \epsilon)\) algorithm.

There are two simplifications that we can make. First, note that by Lemma 3.4.1, we can assume that the facility costs are zero. The reason is that an \((f'(\epsilon), 1 + \epsilon)\)-approximation algorithm for the RUCFLP(\(\epsilon\)) with zero facility opening costs yields a \((f(\epsilon), 1 + \epsilon)\)-approximation algorithm for the general RUCFLP(\(\epsilon\)), where \(f'(\epsilon) = f(\epsilon)\frac{1}{\epsilon}\). Second, as we show below, any instance of RUCFLP(\(\epsilon\)), say \(I\), can be changed to a new instance, say \(I'\), in which all demand values are a multiple of \(\epsilon^2\) between \(\epsilon\) and 1 (this is the same as what we did in Section 3.5). Any \((f'(\epsilon'), 1 + \epsilon')\)-approximate solution for instance \(I'\) is an \((f'(\epsilon')(1 + \epsilon'), 1 + 3\epsilon')\)-approximate solution for instance \(I\) for all \(\epsilon \leq 1\). Therefore, by choosing the \(\epsilon' = \epsilon/3\), we can have a \((f(\epsilon), 1 + \epsilon)\)-approximation algorithm for the general RUCFLP(\(\epsilon\)).

To do the second simplification, we simply round down the demand values to the closest multiple of \(\epsilon^2\) to get the new instance \(I'\). We have the following simple observation:

**Observation 3.7.1** An \((f(\epsilon), 1 + \epsilon)\)-approximate solution for instance \(I'\) is an \((f(\epsilon)(1 + \epsilon), 1 + 3\epsilon)\)-approximate solution for instance \(I\) for all \(\epsilon \leq 1\).

**Proof.** Note that the cost of optimal solution for instance \(I'\) is at most the cost of optimum solution for instance \(I\), because any feasible solution for \(I\) is also a feasible solution for \(I'\). Therefore, a solution having cost within factor \(\alpha\) of the optimum of \(I'\) is within factor \(\alpha\) of the optimum of \(I\) as well.

First, notice that the demand of a client in \(I'\), say \(j\), increases in \(I\) by a factor of at most \(\frac{d_j + \epsilon^2}{d_j} = 1 + \frac{\epsilon^2}{d_j} \leq 1 + \epsilon\), because \(d_j \geq \epsilon\). Therefore, the connection cost of the solution increases by a factor of \(1 + \epsilon\) in \(I'\). Second, since each demand value increases by a factor of at most \(1 + \epsilon\), the total demand assigned to each facility in \(I\) increases by at most a factor \((1 + \epsilon)\), which increases the facility cost by at most a factor of \(1 + \epsilon\). In addition, the total demand assigned to each facility is at most \((1 + \epsilon)^2 \leq 1 + 3\epsilon\) for \(\epsilon \leq 1\). Therefore, the solution is an \((f(\epsilon)(1 + \epsilon), 1 + 3\epsilon)\)-approximate solution for \(I\).

In summary, if we find an \((f(\epsilon), 1 + \epsilon)\)-approximation algorithm for instances with the following restrictions, we get our desired approximation algorithm for the RUCFLP(\(\epsilon\)):

1. All facility costs are zero.
2. All capacities are 1.
3. All demand values are a multiple of \(\epsilon^2\) between \(\epsilon\) and 1.
We call a problem with these restricted instances the simplified RUCFLP(\(\epsilon\)). The third restriction has an important implication: for any fixed \(0 < \epsilon < 1\), the number of distinct demand values, \(q\), is a constant, which is at most \((1 - \epsilon)/\epsilon^2 + 1 \leq p^2 - p + 1\) where \(p = \lceil \frac{1}{\epsilon} \rceil\). Having a constant number of distinct demand values can be helpful in guessing some structures in a good solution. For instance, we can decide if the instance has a feasible solution in polynomial time. This is shown in the following discussion and the idea is similar to the idea used in the first asymptotic PTAS algorithm for the bin packing problem [dlVL81].

Let \(d_1 \leq d_2 \leq \cdots \leq d_q\) be the \(q\) different demand values. Define \(q\) client types corresponding to the \(q\) distinct demand values. In other words, a client with demand \(d_l\) is of client type \(l\). Let \(C_l\) be the set of type \(l\) clients. Similarly, we define different types of facilities based on how many of each client type they serve. A facility type is a vector with \(q\) elements where \(l\)th element shows how many type \(l\) clients can be served by this type of facility. In other words, in a facility type \(t = [t_1, t_2, \ldots, t_q]\), \(t_l\) shows the number of type \(l\) clients and we have \(\sum_l d_l t_l \leq 1\). Since each facility can serve at most \(p\) clients, we must have \(t_1 + t_2 + \cdots + t_l \leq p\). There are at most \((p + q)p\) solutions for this inequality which shows the number of distinct facility types, denoted by \(r\), is at most \((p + q)p\). Note that for a fixed \(\epsilon\), \(r\) is a constant. Finally, we can characterize any solution based on the type of its facilities, i.e., how many of each facility type is present in the solution. A facility configuration is a vector with \(r\) elements where the \(k\)th element shows how many type \(k\) facilities are present in a solution. Since we have at most \(O(m^r)\) different configurations (recall that \(m\) denotes the number of facilities), we can enumerate all of them in polynomial time.

By utilizing the observation above, we can decide if an instance has a feasible solution in polynomial time as follows. For each facility configuration, we count the total number of type \(l\) clients present in it. If for all client types, this number is equal to the number of type \(l\) clients present in the instance, then there is feasible solution with this facility configuration. Given a feasible configuration, the difficult task is to find a feasible solution with minimum cost among all the solutions having this configuration.

Fix a configuration and let \(t_1, t_2, \ldots, t_m\) be the \(m\) facility types in this configuration (not necessarily distinct), where \(t_k = [t_{k1}, t_{k2}, \ldots, t_{kq}]\) and \(t_{kl}\) shows that number of type \(l\) clients in the \(k\)th facility type. If we can get a constant factor approximation algorithm for finding the minimum cost solution that has this configuration, we can get a constant factor approximation for the RUCFLP(\(\epsilon\)). We only need to run this approximation algorithm on each of the polynomially many different configurations and return the best solution among the solutions we found for each configuration. We call this problem the configuration realization problem.

In the followings, we consider the viable options to attack the simplified RUCFLP(\(\epsilon\)) and configuration realization problem: the local search techniques that are extensively used for the splittable CFLP problem and LP-based techniques that are widely used for the UFLP.
3.7.1 Local search attempts

Each solution for the configuration realization problem can be decomposed into two parts: assignment of clients to facility types and assignment of facility types to facilities. In the former part, we want to know, out of all the clients of type \( l \), which \( t_{kl} \) of them must be assigned to the facility type \( t_k \). In the latter part, we want to know that the facility type \( t_k \) must be assigned to which facility. It is interesting to know that knowing the answer to one part, we can determine the other one optimally:

**Observation 3.7.2** We can solve the configuration realization problem in polynomial time in the following cases:

- We know the assignment of facility types to facilities.
- We know the assignment of clients to facility types.

**Proof.** In the first case, we can solve the problem by running a separate min-cost max-flow algorithm for each client type. Consider type \( l \) clients. Since we know the assignment of facility types to facilities, for each facility, we know exactly how many type \( l \) clients must be assigned to this facility. As a result, we can build a flow network in the following standard way. Create a source vertex \( s \) and a sink vertex \( t \). Connect the source vertex to type \( l \) clients with edges of cost 0 and capacity 1. Connect type \( l \) client \( j \) to facility \( i \) with an edge of capacity 1 and cost \( c_{ij} \) for all \( j \in C_l \) and \( i \in F \). Connect facility \( i \) to the sink vertex \( t \) with an edge of capacity \( t_{il} \) and cost 0 for all \( i \in F \), where \( t_{il} \) is the number type \( l \) clients that must be served by facility \( i \). By a min-cost max-flow algorithm on this flow network, we can find the best assignment of type \( l \) clients to the facilities. We do this for all client types.

In the second case, we know the assignment of clients to facility types. Therefore, we know the exact cost of assigning each facility type to each facility. To do this assignment with minimum total cost, we can solve the problem by running a min-weight perfect matching algorithm, where the weight of an edge between a facility type and a facility is the cost of assigning this facility type to the facility.

The above observation indicates that knowing the type of each facility is enough to solve the problem. This shows that the local operations that modify this assignment may improve the solution. In addition, knowing which clients must be assigned to each facility type is also enough to solve the problem. This leads to the following natural local operations:

1. Swap the facility type of two facilities and then find the optimal assignment of clients to the facilities.
2. For the current assignment of facility types to facilities, find the best assignment of clients to facility types.
3. For the current assignment of the clients to the facility types, find the best assignment of facility types to facilities.

Unfortunately, a local search algorithm based on the above operations has a bad locality gap. This example is shown in Figure 3.5. In this figure, solid squares and circles are the facilities and clients, respectively. There are $2n$ facilities and $2n$ clients. Assume that we only have one client type. In the configuration that we want to realize, there are $n$ facility types containing two clients and $n$ facility types containing zero clients.

![Figure 3.5: The bad example for the proposed local operations when $n = 3$. Solid squares show the facilities and solid circles show the clients. For $n > 3$, the structure of bad examples are similar to the above example.](image)

In the local solution, all facilities incident to a unit length edge are chosen to serve two clients (assigned the facility type containing two clients) and in the optimal solution, all facilities incident to $\epsilon$ length edges are assigned the facility type containing two clients. We set $\epsilon = 1/n$. Now, the value of local solution is $2n$ while the value of global optimum is $2n\epsilon$, which gives a gap of $1/\epsilon = n$. This is a local optimum solution for the first operation, because with any single swap the cost of solution becomes at least $2\epsilon + (2 + 2\epsilon)(n - 1) = 2n\epsilon + 2(n - 1) = 2n$. This is a local optimum solution for the second operation, because for the current assignment of facility types to facilities, the optimal assignment of clients is the same as the local solution. The reason is that in the local solution, each client is assigned to the closest facility that can serve anything and one cannot pay less than this for any client. Finally, this is a local optimum solution for the third operation as well.

In the current solution, the two clients which are assigned to facilities incident to a unit length edge, are grouped together and assigned to a facility type containing two clients. Based on this grouping, the best assignment of groups to facilities, is the same as the one in the local solution. The reason is that the distance of each group from a facility is at least two and in the local solution, each group assigned to a facility at total distance two. Thus, we cannot have a better assignment.

The reader may wonder what happens if we use the $p$-swap local search operation that used for the $k$-median problem. Unfortunately, by setting $\epsilon = \frac{p}{n}$ in the example of Figure 3.5, we get an unbounded locality gap of $n/p$. In the local solution, all facilities incident to a unit length edge

84
are chosen to serve two clients (assigned the facility type containing two clients) and in the optimal solution, all facilities incident to \( \epsilon \) length edges are assigned the facility type containing two clients. The value of local solution is \( 2n \) while the value of global optimum is \( 2n\epsilon \), which gives a gap of \( 1/\epsilon = n/p \). This is a local optimum solution, because with any \( p \)-swap the cost of solution becomes at least \( 2pe + (2 + 2\epsilon)(n - p) = 2n\epsilon + 2(n - p) = 2n \).

### 3.7.2 LP-based attempts

We can try to solve the configuration realization problem with an LP-based approach. We have the following LP relaxation:

\[
\begin{align*}
\text{minimize} & \quad \sum_{i \in F} \sum_{j \in C} \sum_{1 \leq k \leq m} c_{ij} x_{ijk} \\
\text{subject to} & \quad \sum_{1 \leq k \leq m} y_{ik} = 1 \quad \forall i \in F \\
& \quad \sum_{i \in F} y_{ik} = 1 \quad \forall 1 \leq k \leq m \\
& \quad \sum_{i \in F} \sum_{1 \leq k \leq m} x_{ijk} = 1 \quad \forall j \in C \\
& \quad x_{ijk} \leq y_{ik} \quad \forall i \in F, j \in C, 1 \leq k \leq m \\
& \quad \sum_{j \in C} t_{kl} y_{ik} = \sum_{j \in C} x_{ijk} \quad \forall i \in F, 1 \leq k \leq m, 1 \leq l \leq q
\end{align*}
\]

where \( y_{ik} = 1 \) shows that the facility type \( t_k \) is assigned to facility \( i \) and \( x_{ijk} = 1 \) shows that client \( j \) is assigned to facility \( i \), which has type \( t_k \).

Unfortunately, this LP has an unbounded integrality gap. Figure 3.6 shows an instance with an unbounded gap. In this instance, there are \( 2s \) facilities and \( 2s \) clients where \( s \) is an odd number. All clients have the same type. The solid squares show the facilities and the solid circles show the clients. The facilities and clients in the ovals are all at distance zero from each other. The distance between any facility or client from one oval to any facility or client from the other oval is 1.

![Figure 3.6: An instance with unbounded integrality gap for the proposed LP relaxation.](image)

The configuration that we want to realize has \( s \) facility types that each contains two clients and \( s \) facility types that each contains zero clients. More precisely, let \( t_1 = t_2 = \cdots = t_s = [2] \) and
$t_{s+1} = t_{s+2} = \cdots = t_{2s} = [0]$. Since $s$ is odd, we have $\text{opt} = 1$, but there is a fractional solution with value $0$, which yields an unbounded integrality gap. This fractional solution is as follows. Set $y_{ii}, y_{i,s+i}, y_{s+i,i},$ and $y_{s+i,s+i}$ equal to $1/2$ for all $1 \leq i \leq s$ and set all other $y$-values to zero. One can check that these $y$-values satisfy the first and second set of constraints in the above LP. Also, set $x_{iii}$ and $x_{i+1,i,i+1}$ to $1/2$ for all $1 \leq i \leq s$ where $i + 1$ is module $s$ to stay between $1$ and $s$ (i.e., $x_{1,s,1} = 1/2$). Set all other $x$-values of the first $s$ clients to zero. It is easy to check that these $x$ values for the first $s$ clients satisfy the third, fourth, and fifth set of constraints. Similarly, set $x_{s+i,s+i,i}$ and $x_{s+i+1,s+i,i+1}$ to $1/2$ for all $1 \leq i \leq s$ where $i + 1$ is module $s$ to stay between $1$ and $s$ (i.e., $x_{s+1,2s,1} = 1/2$).
Chapter 4

Conclusion

In this chapter, we present the final thoughts on the subjects of last two chapters.

4.1 The MSR and MSD problems

We presented an exact algorithm for the unweighted MSR problem when no singleton cluster is permitted. To get the exact algorithm, we carefully used the structure of a class of optimal solutions that we called canonical optimal solutions. These optimal solutions have the minimum number of possible balls in an optimal solution.

We proved that in a canonical optimal solution, each ball has at most two non-zero adjacent balls and as a result, in the absence of zero balls, each connected component of the input graph is covered by a path or cycle of balls in a canonical optimal solution. By using this structural property, we designed an exact dynamic programming algorithm that runs in polynomial time. In the presence of zero balls, the balls of a canonical optimal solution do not necessarily form a path or cycle. As a consequence, we cannot bound the size of dynamic programming table to a polynomial of input size. It should be noted that we still can infer some interesting structural properties, but we do not know how useful these properties are in designing an algorithm.

The difficult core of the MSR problem is to find the location of zero balls. If we can find these locations even approximately, our exact algorithm solves the rest of the problem and at least, we can hope for a good approximation algorithm for this case. The current best ratio even for unweighted graphs is 3.504, which is the same for the general metrics. To solve the difficulty with zero balls, we tried the widely used LP-based and local search techniques. Unfortunately, as we showed, the natural ways to utilize these techniques were not promising. It seems that to overcome this difficulty, one needs to introduce substantially new techniques.

We tried to obtain a similar result, i.e., an exact algorithm, for the MSD problem when no singleton is allowed. Unfortunately, in this problem, the strongest property that we can prove is that each ball has at most three non-zero balls in a canonical optimal solution. We could not use this property to bound the size of dynamic programming table as we did for the MSR problem without
singletons.

We also presented a PTAS for the Euclidean MSD problem that partially answers the open question asked by Doddi et al. [DMR+00a]. They asked about the complexity of the Euclidean MSD problem. Before our algorithm, the best approximation ratio for this problem was 2 and it was not clear if one can beat this approximation factor. Our result shows that this problem is not APX-hard, where it remains open whether this problem is NP-hard.

Finally, we settled another open question of Doddi et al. [DMR+00a] regarding the complexity of the MSR problem when \( k \) is constant. We presented a polynomial time exact algorithm for this case, while the best previous result was a 2-approximation algorithm.

### 4.2 The UCFLP

We presented a reduction from the UCFLP to a restricted version in which all the demand values are large (i.e., are larger than \( \epsilon \)) and presented two algorithms for the cases of \( \epsilon = \frac{1}{2} \) and \( \epsilon = \frac{1}{3} \). These implied two constant factor approximation algorithms for the UCFLP with capacity bounds within factor 3/2 and 4/3. These are the first constant factor approximation algorithms with capacity violation within a factor smaller than 2.

We believe similar results can be found with capacity violations bounded within factor \( 1 + \epsilon \) for any \( \epsilon > 0 \). Recall that an \((f(\epsilon), 1 + \epsilon)\)-approximation algorithm for the RUCFLP(\( \epsilon \)) yields an \((O(1), 1 + \epsilon)\)-approximation for the UCFLP for a fixed \( \epsilon > 0 \). We simplified RUCFLP(\( \epsilon \)) with the hope of getting such factor \((f(\epsilon), 1 + \epsilon)\) algorithm. In particular, we showed that if we find an \((f(\epsilon), 1 + \epsilon)\)-approximation algorithm for instances having zero facility costs, unit capacities, and demands values which are a multiple of \( \epsilon^2 \) between \( \epsilon \) and 1, we get our desired approximation algorithm for the RUCFLP(\( \epsilon \)). The third restriction has an important implication: for any fixed \( 0 < \epsilon < 1 \), the number of distinct demand values is a constant. As a result, one can guess the facility configuration in an optimal solution by enumerating all of the configurations in polynomial time. Given the facility configuration of an optimal solution, we tried LP-based and local search techniques to find a feasible solution with minimum cost among all the solutions having this configuration, but our attempts were not promising.

Perhaps, the idea of fixing a configuration first and then trying to find the best solution among all the solutions having this fixed configuration is not a good approach to tackle the problem and we should let the configuration and a solution realizing this configuration be selected simultaneously. For example, consider the instances in which the demand of all clients is \( d \). In this case, each facility can serve at most \( \lfloor \frac{1}{2} \rfloor \) clients and we can solve the problem by building a standard flow network and using a min-cost max-flow algorithm. In contrast, when we fix a facility type for this case (which just indicates how many facilities serve zero clients, how may serve one client, etc.), we do not know how to solve the problem.

For the case of Euclidean metrics, we presented a \((1 + \epsilon, 1 + \epsilon)\)-approximation algorithm that
runs in quasi-polynomial time. One might ask if the stronger structural theorem of Kolliopoulos and Rao [KR99] for the standard facility location problem which only needs \( O(1/\epsilon) \) portals instead of \( O(\log n/\epsilon) \) portals for each square could be used to improve the running time of our algorithm from quasi-polynomial to a true polynomial. Recall that the running time of our algorithm is \( n^{O(p)} \), where \( p \) is the number of portals and hence, by decreasing the number of portals to \( O(1/\epsilon) \), we get a polynomial time algorithm. The difficulty is that Kolliopoulos and Rao proved their theorem for the uncapacitated facility location problem and in the proof of their structural theorem, they critically used the fact that we can assign a client to any open facility in the solution of the uncapacitated facility location problem. Unfortunately, in the UCFLP, because of the capacities, we cannot freely change the assignment of a client from one facility to another facility.

### 4.3 Future Directions

There are still several interesting questions left open related to the considered problems:

- Perhaps the most interesting question is to obtain a PTAS for general MSR. The existence of a QPTAS for this problem [GKK+12] is strong evidence that there could be a PTAS.

- Given a fixed set of centers, we gave a 2-approximation algorithm for the problem of assigning a radius to each center to minimize the total radii. It is an interesting question to find an algorithm with an improved ratio for this case.

- For MSD on Euclidean metrics, the complexity of the problem is open. To settle this questions, one needs to either give an \( \text{NP} \)-hardness proof or find an exact algorithm for this problem. We suspect that unlike MSR (which has an exact algorithm on Euclidean metrics), the Euclidean MSD problem is \( \text{NP} \)-hard.

- We presented an exact algorithm for the MSD problem with constant \( k \), but the running time is too high even for small \( k \). It will be useful if someone finds a more efficient algorithm for this case.

- In the UCFLP, the most interesting questions is to either find a factor \( (O(1), 1 + \epsilon) \) or even a factor \( (f(\epsilon), 1 + \epsilon) \) approximation algorithm or show that for some \( \epsilon \), the problem is not approximable within factor \( (O(1), 1 + \epsilon) \).

- In the Euclidean UCFLP, the main question is to find a PTAS for it. It is an interesting question whether it is possible to find a similar structural theorem to [KR99] for the UCFLP with \( O(1/\epsilon) \) portal points for each square; that would imply a PTAS for the Euclidean UCFLP. As a first step in this direction, one may try to find a PTAS for the splittable CFLP, because even for this simpler problem, the best known is a QPTAS by Arora et al. [ARR98].
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