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Magnetic resonance imaging with susceptibility phase is seeing increasing use, especially at high magnetic
fields. Tissue susceptibility can produce unique phase contrast for qualitative or quantitative imaging of iron-
rich deep grey matter. However, phase imaging has several established sources of error including inherent
susceptibility field effects and artifacts from background phase removal. These artifacts have led to
inconsistent findings in past works relating iron to phase in healthy deep grey matter. This study seeks to
determine the relative artifactual contributions from inherent susceptibility fields and from high pass phase
filtering, currently the most common and accessible background phase removal method. In simulation, phase
is compared to a known susceptibility distribution, while R2* maps are used as the in vivo gold standard
surrogate for iron in healthy volunteers. The results indicate phase imaging depends highly on filtering,
structure size, shape and local environment. Using in vivo phase and R2* profiles, it is shown that different
filtering values, commonly seen in the literature, can lead to substantially different phase measures.
Correlations between phase and R2* mapping are shown to be highly variable between structures. For
example, using a standard filter of 0.125 the slopes and correlation coefficients were 4.28×10−4 ppm*s and
R=0.88 for the putamen, 0.81×10−4 ppm*s and R=0.08 for the globus pallidus, 5.48×10−4 ppm*s and
R=0.72 for the red nucleus, and −14.64×10−4 ppm*s and R=0.54 for the substantia nigra. To achieve the
most effective correlation to R2* we recommend using a filter width of 0.094 for the globus pallidus and
putamen and 0.125 for the substantia nigra and red nucleus. The baseline phase measure should be obtained
directly adjacent to the substantia nigra, and red nucleus to yield the most accurate phase values as
demonstrated in simulation and in vivo. Different regression slopes are seen between subROIs within
structures suggesting that regional iron accumulation within a structure is best studied with subROIs between
different subject groups, not differences in phase values relative to the overall phase in one structure. Phase
imaging with the standard high pass filter method has the potential to differentiate subtle iron changes in
pathological processes compared to normal tissues with more reliability if specific filter strengths and
measurement areas are appropriately applied on a structure dependent basis.
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Introduction

Phase susceptibility imaging and susceptibility-weighted imaging
(SWI) have demonstrated sensitivity to brain iron (Haacke et al.,
2004; Ogg et al., 1999), which has been shown to accumulate in
neurodegenerative diseases such as Alzheimer's disease (Bartzokis
and Tishler, 2000), Parkinson's disease (Baudrexel et al., 2010), and
multiple sclerosis (MS) (Pinero and Connor, 2000). These imaging
methods have been used for quantifying iron changes in deep grey
matter (Haacke et al., 2009a; Ogg et al., 1999) and qualitatively for
enhancing image contrast, particularly between MS lesions and
normal tissue (Eissa et al., 2009; Haacke et al., 2009b; Hammond
et al., 2008b). While transverse relaxation rate (R2 or R2*) mapping is
sensitive to iron in normal individuals (Bermel et al., 2005), phase
imaging should be both more sensitive to iron because it depends on
subtle phase shifts rather than significant dephasing, and more
specific since phase is not significantly affected by water content,
which could be a confound in cases of neurodegeneration (Mitsumori
et al., 2009).

Putative quantitative iron measures are seeing increasing use with
phase imaging (Hammond et al., 2008b; Hopp et al., 2010; Xu et al.,
2008), however, studies have not shown consistent reliability of
phase imaging for iron measurement because phase is also confound-
ed by certain physical factors including: the angle of brain structure to
the Bo field (Schafer et al., 2009), neuronal fiber orientation (Lee et al.,
2010b), myelin content (Duyn et al., 2007), calcium and phospholipid
content (He and Yablonskiy, 2009), neighboring susceptibility sources
(Wharton and Bowtell, 2010), and the type of background phase
removal method (Haacke et al., 2004; Neelavalli et al., 2009; Wharton
and Bowtell, 2010; Yao et al., 2009). By focusing on the iron-rich basal
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ganglia, where there are substantial deposits of non-heme iron,
factors such as phospholipids, myelin and fiber orientation will
contribute a smaller role bringing background phase removal and
susceptibility field effects to the forefront.

Background phase removal is necessary to remove the global
magnetic field variations created by the geometry of the head and air
tissue interfaces, such as the nasal cavity, in order to provide access to
the underlying field variations related to the local tissue environment.
While new phase background removal methods are continually
evolving, standard phase imaging with simple background phase
removal through phase filtering has been used extensively through-
out the short history of phase imaging (Haacke et al., 2007; Hopp et
al., 2010; Wang et al., 2000) and in recent neurological studies (Gupta
et al., 2010; Rossi et al., 2010; Szumowski et al., 2010; Zhang et al.,
2010; Zhu et al., 2009). As well, the phase filtering approach has the
advantage of being relatively easy to implement and is widely
available on many clinical MRI systems. Although this method
produces visually interpretable images, it can alter the true phase
values in certain brain structures. The effect of filtering on phase
images has implications in quantitative phase measurements because
effects of filtering depend upon object shape and size. This requires an
in-depth understanding of shape effects.

The effect of phase suppression from varying filter strength has
been previously presented qualitatively (Hammond et al., 2008a), and
quantitatively (Haacke et al., 2007; Pfefferbaum et al., 2009) which
has led to one common standard filtering approach of utilizing ~12%
of the image in a low pass filter, in order to suppress background
global fields but attempt to retain local phase differences. The
quantitative studies either did not examine deep grey matter or did
not compare subsections of the structures between filter strengths.
Since deep grey matter structures vary in shape and size, different
parts of structures could be affected differently by filtering and this
could have implications when examining iron accumulation patterns.

As well as phase filtering, susceptibility field effects also
substantially affect phase images (de Rochefort et al., 2010; Deistung
et al., 2008; Schafer et al., 2009). These dipolar field effects result from
the susceptibility difference, Δχ, between the inner and external
environment of a structure and phase effects are produced within and
around structures. Considering a very simple spherical susceptibility
distribution, the analytical solution for field effect changes is well
known depending on Δχ inside of the spherical structure, and outside
on Δχ and on the directional component 3cos2(θ)−1, where θ is the
angle to the main magnetic field. More geometrically complex
susceptibility distributions require a numerical computation by
multiplication of a dipole field in k-space (Schafer et al., 2009),
which has demonstrated the directional, and nonlocal, field effects of
more anatomically representative distributions.

In the human brain, R2* values have shown very high correlation
to postmortem iron concentrations r=0.9 (Langkammer et al., 2010).
However, previous studies have correlated phase or R2* to predicted
iron content of the basal ganglia with minimal success (Haacke et al.,
2010; Wharton and Bowtell, 2010; Yao et al., 2009). These studies
compared phase between different structures in the same individual,
while examining the same structure across individuals would enable
phase-iron correlation without the confounding effects of structure
dependent filtering and field shift due to structure shape.

In this work, phase imaging is compared to quantitative R2*
mapping across multiple volunteers to demonstrate the role of
susceptibility fields, phase filtering and ROI placement in each iron-
rich, deep grey matter structure. Phase variations are examined in
simulation and in vivo experiments using a wide range of filters with
clear separation of susceptibility field effects from filter reconstruc-
tion effects. Structure-dependent recommendations for filter size and
ROI placement are provided. By quantifying the possible confounds of
phase imaging in deep grey matter, a means for better interpretation
of quantitative phase imaging is provided.
Materials and methods

Phase imaging was studied in three ways. First, a computer
simulation tested the effects of phase filtering using a simple
susceptibility model that accounted for inherent susceptibility fields.
Second, in vivo phase susceptibility experiments were performed at
3.0 T on healthy subjects to validate simulation findings. Third, the in
vivo phase susceptibility within each deep grey matter structure was
measured using different filters and ROI placements, and correlated to
corresponding R2* measurements.

Susceptibility field modeling

A simplified 3D susceptibility distribution of the basal ganglia was
created in Matlab (MathWorks Inc., Massachusetts, USA) using
only the putamen (PUT), globus pallidus (GP), substantia nigra
(SN), and red nucleus (RN). The model boundaries were traced from a
healthy control subject using multiple axial slices (3 mm thick, TE
40 ms, gradient echo). Voxels inside each region received homoge-
neous susceptibility values (PUT=0.09 ppm, GP=0.18 ppm,
SN=0.16 ppm, RN=0.13 ppm) based on values calculated by
Wharton and Bowtell (2010). Voxels outside these regions were
set to zero. These slices were interpolated to create a 3D volume
with 0.5 mm isotropic pixel dimension. This 3D susceptibility
distribution was Fourier transformed into k-space and multiplied
by the corresponding dipole field using a field forward calculation as
described in Marques and Bowtell (2005) and Salomir et al. (2003).
The resulting k-space volume was then inverse Fourier transformed
to produce a field map in image space. Three planes in the z
direction were then averaged to produce 1.5 mm thick slices for 2D
filtering.

Filter

The phase image resulting from the field effects of the model was
subject to 2D spatial high pass filtering with increasing strength of
filters. The standard filtering method of Haacke was used (Haacke
et al., 2009b; Wang et al., 2000). A 2D symmetrical Hanning window
was constructed in k-space, size m×m points, and zero padded to the
full n×n matrix size, of the original 2D image. The filter width was
defined as the ratio of one dimension of the Hanning window divided
by the total filter size in that dimension: m/n, using a square field of
view and isotropic resolution. A typical filter reported is 0.125 filter
width or greater (Pfefferbaum et al., 2009;Wang et al., 2000). Filtering
effects were examined using a range of filter widths from 0 to 0.2. The
raw k-space data matrix was multiplied by this 2D Hanning window,
and the result was Fourier transformed to the spatial domain,
resulting in a low pass filtered image. This low pass image was
complex divided into the original image to produce a high pass
filtered image from which phase angles were calculated.

Phase behavior in simulation

The simulated 2D images of the GP-PUT and SN-RN slices were
examined with 4 different filter widths (0.063, 0.094, 0.125, and
0.200) and compared to images of the raw phase and the
susceptibility distribution. The effects arising from filtering and from
field shifts were studied. Next, the field effect created by neighboring
susceptibility distributions was examined more closely by assigning a
constant susceptibility to the GP (0.16 ppm) with four different
susceptibility values assigned to the PUT (0.06, 0.09, 0.12, 0.15 ppm).
These four separate simulations were filtered with the standard 0.125
filter width to illustrate the internal phase effects in a brain structure
from external susceptibility sources within neighboring tissue, while
using a constant filter. Conversely, the internal phase within the SN
due to inherent susceptibility was studied by assigning susceptibility
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values to the SN (0.18, 0.16, 0.14 ppm). The effect of external field
shifts caused by the different susceptibility values assigned to the PUT
within the GP were studied by comparing the cross sectional profiles
though both structures. The phase within the SN due to different
susceptibility values from within the structure was studied by
comparing the measured phase to the assigned susceptibility from
ROIs which encompass the entire 2D structure in one axial image.

To quantify the phase effect due to structure shape and filter
strength, measures from a cross sectional profile of the deep grey
matter structures were obtained in simulation. To compare simulation
to in vivo measures, fractional measures were used to remove the
effects of varying structure susceptibility across subjects. Phase
changes were evaluated by comparing the edge phase to middle
phase values between filters, and the change in edge phase between
filters.

To evaluate the phase changes across a structure with different
filter widths, the measures between phase at the edge minus the
middle divided by the edge minus the baseline produced a fractional
phase change from the edge to middle of the structure. The baseline
was measured adjacent to the outside edge of the structure. For
normalization, the divisor (const) was based on the measured phase
from the smallest filter width profile and the edge to middle phase
was compared between four filter widths (0.200, 0.125, 0.094 0.063).

Phase change middlei = edgei−middleið Þ= edgeconst−baseconstð Þ ð1Þ

Also of interest are the changes in edge phase with the four
different filter widths between the simulated structures. The phase
measured at the edge subtracted from the baseline phase of a
structure with one of the four filter widths was subtracted from the
edge phase subtracted from the baseline phase using the smallest
filter width. The result was divided by the phase measured at the edge
subtracted by the phase measured at the base immediately outside of
the structure with the smallest filter width.

Phase change edgei = edgei−baseið Þ− edgeconst−baseconstð Þ½ �= edgeconst–baseconstð Þ
ð2Þ

In Eqs. (1) and (2), the constant, or smallest filter width, for edge
and base is 0.094 for the RN and SN and 0.063 for the GP and PUT. The
0.063 filter width was not used to evaluate the SN and RN because of
visible phase wrapping within these structures in vivo when this
small filter width was applied.

Volunteer MRI acquisition

Images were obtained from seven healthy volunteers (age 36±
16 years) to quantify the effects of filter width on the phase measured
within deep grey matter structures and to correlate R2* to phase.
Using a 3.0 T MRI system, a 2D gradient echo sequence (flip angle 60°,
TR 500 ms, 512 frequency×256 phase, 3 mm thickness, 7 slices, no
slice separation, FOV 25 cm) was used to image the basal ganglia. The
images were zero padded in k-space to 512×512 resolution before
phase filtering. Four separate echo times were used TE 9/16/26/40 ms
(Du et al., 2009) with 40 ms being the maximum because images
acquired with a greater TE incurred artifact from field inhomogene-
ities due to the nasal cavity and paranasal sinuses. R2* maps of the
brain were obtained by fitting the four echoes with a single
exponential decay. R2* values from structures in the basal ganglia
were compared to the phase values computed from the TE=16 ms
and 26 ms images since typically phase images are acquired at TE of
16–26 ms at 3.0 T (Denk and Rauscher, 2010; Lee et al., 2010a). Four
filter widths were applied to each image: 0.200, 0.125, 0.094, and
0.063, corresponding to a central filter width of 102×102, 64×64,
48×48, and 32×32. These phase values were converted to ppm by
dividing by γ*B0TE*10−6 (Petridou et al., 2010).
Volunteer phase profile comparison

In each subject, cross sectional profiles were taken through each
basal ganglia structure. The percentage decrease in phase from edge-
to-middle and edge-to-base was computed and averaged across all
subjects, yielding 14measurements from each structure using Eqs. (1)
and (2). This was repeated for each of the four filters. To evaluate if the
R2* profile of each structure was indeed flat, the R2* values were
measured at the edge and middle of a structure and compared with a
paired t-test.

Volunteer phase vs R2* mapping

Regressions between phase and R2* in different structures were
examined with different filter widths and different ROIs. The
differences in regression slope between different filter widths are
used to examine the effect of filtering on measured phase. For a
specific structure, a changing regression slope indicates that struc-
tures with higher raw phase are affected more severely by filtering.
Correlations between phase and R2* are used to determine the
accuracy of phase measures with different filters, ROIs within
structures, and baseline ROI measures. Phase and R2* were calculated
in basal ganglia structures by averaging voxels within ROIs. ROIs were
constructed, based on the R2* map, around whole structures and
around selective parts of structures. The same registered ROI was used
for R2* and phase measurement. To avoid partial volume effects in the
superior–inferior direction, the ROI's were obtained from an R2*
image slice where the structure was visible in slices both above and
below. The selective ROIs were around the lateral PUT, the medial GP,
posterior PUT, posterior lateral PUT, posterior GP, posterior lateral GP
and the posterior RN. Selective ROIs were not measured from the SN
because of its small shape. The structural phase measures are
compared to two baseline phase measures, one from an area of
cortical white matter (WM) and another from an area directly
adjacent to the structure of interest.

Results

Phase behavior in simulation

Figs. 1 and 2 depict the effects on the susceptibility distribution
using the 3D field forward model with various phase filter widths. In
both figures, the central phase values within a structure decrease as
the filter width increases, with only the extreme edges retaining close
to unfiltered values. The susceptibility distribution in Figs. 1a and 2a
differs substantially from the unfiltered phase image in Figs. 1b and
2b, which is calculated from the field forwardmodel. In particular, the
phase image illustrates field effects from structures outside of the slice
due to nonlocal effects of the field distribution. For example, in Fig. 1b
phase effects from the RN are evident even though the RN is not
within the slice. This out-of-plane field shift can offset the baseline
phase of the basal ganglia structures, as demonstrated in the profiles
shown in Fig. 3. Because the overall baseline in this region is offset
negatively, a decrease in filter size does not necessarily increase the
measured phase within a structure (Fig. 3b and d). However, the
phase within a structure compared to a baseline immediately outside
of the structure is increased.

The unfiltered profiles show that the baseline phase is different
from zero because of the nonlocal susceptibility effect of other
structures (Fig. 3b and d). This nonzero baseline was manually
adjusted by moving the profile along the phase axis until the edges of
the raw phasematched the outer edges of the least filtered phase. This
allows visual comparison of the difference between the raw profile
and the filtered profiles. From Fig. 3b, it appears that phase is most
affected by filtering in the middle of the GP because of its large in
plane dimension, which leads to a narrower k-space representation



Fig. 1. 3D field forward model of the PUT and GP with (a) susceptibility distribution
before k-space dipole multiplication, (b) unfiltered 3D field forward model, and (c–f)
3D field forward phase model with 4 different filter widths: (c) 0.200, (d) 0.125, (e)
0.094, and (f) 0.063. Units are ppm for phase and ppm for susceptibility. Also cross
sectional profiles for Fig. 3 are shown through the GP and PUT in (a) and (b).

Fig. 2. 3D field forwardmodel of the SN and RNwith (a) susceptibility distribution before
k-space dipolemultiplication, (b) unfiltered 3D field forwardmodel of the SN and RN, and
(c–f) field forward phase model with 4 different filter widths: (c) 0.200, (d) 0.125, (e)
0.094, and (f) 0.063. Units are ppm for field shift and ppm for susceptibility. Also cross
sectional profiles for Fig. 3 are shown through the SN and RN in (a) and (b).
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that is more strongly affected by the low pass filter. The profile
through the PUT seems relatively unaffected by filtering, especially on
the lateral border. The profile through the SN and RN shows that the
phase within the structure does not vary appreciably with filtering
however the phase between the two structures seems to be elevated
compared to the susceptibility distribution.

The external field shift effect generated by susceptibility distribu-
tions is modeled in Fig. 4, where profiles are shown through the PUT
and GP with a susceptibility profile, raw phase profile and filtered
phase profile using a 0.125 filter width. Different susceptibility values
within the PUT have field shift effects external to its structure and
consequently affect the phase profile of the adjacent GP, even though
the susceptibility value of the GP remains the same. It appears that the
PUT and GP have field effects external to their structure boundaries
resulting in phase effects in the neighboring part of the other
structure.

The internal field shift effect due to different assigned susceptibil-
ities in the SN shows that the phase values decrease as the
susceptibility increases. The assigned susceptibility values of 0.18,
0.16, and 0.14 ppm produced the measured phase values of 0.0107,
0.0133, and 0.0159 ppm (phase) respectively using ROIs around the
entire structure. As susceptibility increases in the SN, the phase
evolution decreases. This is opposite to what was observed with the
increasing susceptibilities in the PUT (Fig. 3). Furthermore, there is an
apparent shift in structural borders between the phase and suscep-
tibility profile that is perhapsmost pronounced in the SN cross section
(Fig. 3c and d) due to the field shift.

Volunteer phase profile comparison

In Fig. 5, in vivo phase and R2* profiles are shown through the GP-
PUT and SN-RN for one volunteer. Fortuitously, the raw phase profile
shown for the GP-PUT is in line with the global susceptibility change
created by the nasal cavity and sinuses, enabling visualization of the
unfiltered phase without significant contamination. The profile of the
PUT R2* map has a relatively flat shape while the phase does not,
because of susceptibility effects from the GP. The raw phase of the PUT
is not flat in the profile of the GP and PUT in Fig. 5b, and worsens with
increasing filtering, similar to the raw phase of the simulation in
Fig. 3b. Tables 1 and 2 compare phase values from in vivo
measurements and the simulation using a range of filtering widths.
Two measurement locations are used: the difference between edge
and central phase value within a structure between filters (Table 1,
Eq. (1)), and the difference between the edge and base between filters
(Table 2, Eq. (2)). In Table 1, the edge-to-middle phase values show
that with increasing filter strength, the phase in the middle of a
structure decreases in all structures. The predicted decrease in phase
from the edge of a structure to the middle has a similar trend in
simulation and experiment for the GP and PUT, but not for the SN and
RN. Interestingly, the phase in the PUT is less affected by filtering until
the filter width is decreased to 0.063 because the inclined raw phase
profile of the PUT has higher spatially varying frequencies than a flat
shape. In Table 2, the predicted decrease in phase at the edge of a
structure follows the same trend as seen in vivo for all the structures.
As the filter width decreases, the phase at the edge of the structure
compared to outside of the structure increases.

In contrast to phase, R2* values across each structure showed
much less variability. The paired t-test for R2* values corresponding to
the spatial location of phase measures indicated that the R2* values
are the same at the edge and middle of structures in the PUT, SN, and
RN, while the R2* is significantly higher (pb0.05) in the middle of the
GP compared to the edge.
Volunteer phase vs R2* mapping

The location of the phase and R2*measures obtained for regression
analysis with PUT, GP, SN, and RN, are shown in Fig. 6 while the scatter
plots of R2* vs phase measures are presented in Figs. 7 and 8. The
equations for the linear regression lines, correlation coefficients, and p
values of the slope are found in Tables 3–5. The phase values are
highly variable depending upon filter and structure, as discussed
below.

In the PUT, the correlation between phase and R2* is generally high
and is improvedwith ROI placement andfilterwidth adjustment. The ROI
structural measurements reveal that whole structure measurements

image of Fig.�2


Fig. 3. Susceptibility and phase profiles of theGP, PUT, SN, and RN from the cross sections shown in Figs. 1 and 2. Cross sectional susceptibility profile (in ppm) of (a) GP and PUT and (c) SN
andRN. Phase profile of (b)GPandPUT and (d) SNandRN. Phase profiles used4differentfilterwidths in solid lines (0.200, 0.125, 0.094, and 0.063), and showthe rawphase profile and the
phase axis shifted phase profile (dotted lines). The raw phase is aligned along the phase axis so the structure borders have the same phase value. Arrows in (b) and (d) show the
measurement locations for Eqs. (1) and (2), with arrow 1: base, arrow 2: edge, and arrow 3: middle.
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show a weaker correlation (R=0.71) compared to measuring the
posterior part of the structure (R=0.90) with the smallest filter width
of 0.063. Also of note, the slope of the regression line is less variable when
the phase is measured at the lateral border (4.20–4.55×10−4 ppm*s) of
the structure compared to around its entirety (3.12–5.10×10−4 ppm*s)
(Fig. 7a–d and Table 3). As well, the correlation between phase and R2* is
similarwhenbaseline phasemeasures are obtained fromanearby section
of cortical WM or when taken immediately outside of the structure.

In the GP, although the size, shape, and orientation is similar to
that of the PUT, the regression analysis between phase and R2* are
markedly different. The regression between phase and R2* in the GP
across subjects is only significant when measured at the edge of the
structure and even then only has a moderate correlation of R=0.52
using a filter width of 0.094 (Fig. 7e, f and Table 4). As opposed to
the PUT measurements, the correlation coefficient is not signif-
icant when the baseline phase is measured immediately outside of
the GP.

The SN regression between phase and R2* is negative (Fig. 8a, b
and Table 5), which agrees with the simulated results. The correlation
between phase and R2* appears higher when phase is compared to a
baseline adjacent to the SN (R=0.67) versus the corticalWM baseline
(R=0.54) using a filter width of 0.125. In the SN, there was visible
artifact when the filter width was set to 0.063.

In the RN, as seen with the regression analysis of the SN, there
appears to be a higher correlation between phase and R2* in the RN
with the baseline phase measure obtained adjacent to the structure
(R=0.81) compared to cortical WM (R=0.72) using a filter width of
0.125 (Figs. 8c-f and Table 5). There is less variation in the slope of the
regression when the structural ROI is taken at the posterior aspect of
the structure (4.19–6.85×10−4 ppm*s) compared to an ROI around
the whole structure (3.22–6.59×10−4 ppm*s), not including the
0.063 filter width because wrapping artifact was apparent within the
structure.
Fig. 4. Cross sectional field shift values of the GP and PUT with different susceptibility value
map. Filter width 0.125.
Discussion

The main factors examined in this study that contribute to phase
values produced by a susceptibility distribution are structural
geometry, filtering, and external field shift effects from other
susceptibility sources. Our work has shown that more accurate
phase measurements can be obtained with careful attention to where
the baseline phase comparison is obtained, what subsections of the
structure are measured, and appropriate choice of filter width for the
size and location of a structure.While new background phase removal
methods and susceptibility mapping techniques are evolving, the
simplicity and availability of standard phase imaging explain the
current widespread use and support the future consideration of the
method in iron accumulation studies.

The susceptibility distribution of a deep grey matter structure can
cause field effect changes within and around that structure,
potentially having an adverse effect on measured phase. This is
demonstrated both in simulation and in vivo phase images. The in
vivo cross sectional profile through the GP and PUT shows that the
phase profile in the PUT is slanted towards the GP while the R2*
profile is flat. As shown in the simulation profiles, the lateral aspect of
the PUT, themedial aspect of the GP and the posterior aspect of the RN
are less affected by surrounding susceptibility distributions in both
unfiltered and filtered phase images. Therefore, phase should not be
measured from areas that are highly influenced by external field
effects such as the medial PUT or the lateral GP.

While a susceptibility distribution can cause external field shift
effects, the internal phase depends not only on the susceptibility, but
also on the shape of the structure. The in vivo profile (Fig. 3) and axial
phase image (Figs. 1 and 2) demonstrate that the phase within a
structure depends on the shape, which is perhaps most pronounced
in the SN. In the simulation and in vivo profile, the lateral borders of
the SN show less phase evolution making it difficult to discern the
s assigned to the PUT. (a) Susceptibility distribution (b) raw field map (c) filtered field

image of Fig.�3
image of Fig.�4


Fig. 5. In vivo cross sectional profiles of (a) R2* and (b) phase with different size filter widths across the PUT and GP. The raw phase in (b) is adjusted along the phase axis to align the
phase of the outside of both structures since the raw phase is arbitrary. Cross sectional profiles of (c) R2* and (d) phase with different filter widths across the SN and RN. Axial images
of (e) raw phase and (f) filtered phase, with a filter width of 0.125 for the GP and PUT, TE=16 ms. (g) Axial R2* map of the GP and PUT. (h) Filtered phase with a filter width of 0.125
showing the SN and RN, TE=16 ms. (i) R2* map of the SN and RN. The rectangular section has a width of 12 pixels in e-g and 8 pixels in h-i. The pixels along the width of the
rectangular section are averaged to produce the graphs in a–d to mitigate the effects of noisy pixels and create a smoother profile for more accurate phase measurements.
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structure's true edge. This effectmakes it appear as though the edge is
shifted in the phase image compared to the R2* map, which has been
described for other structures in phase imaging (O'Gorman et al.,
2010). Since the edge shift appears in both in vivo and simulated,
non-filtered phase images, it seems that the apparent edge shift is
due to structural geometry combined with the dipole field effect
(Deistung et al., 2008). Therefore ROIs should be drawn around the
magnitude image (or R2* image) and not the phase image, if phase
within the true structure is to be measured.

When comparing phase measures within structures to known
brain iron concentrations, phase may not be reliable between
different structures, as seen by the wide variability in regression
slopes between phase and R2* between structures, but could be used
to evaluate the relative iron changes in the same structure across
subjects. Several studies have compared phase across different
structures to estimated iron content (Hopp et al., 2010; Wharton
and Bowtell, 2010), however a more appropriate measure would be
phase within one structure across subjects (Hammond et al., 2008b;
Pfefferbaum et al., 2009). The variability in the regression between
Table 1
Fractional phase difference of deep grey structures from edge to middle compared to
adjacent baseline—in vivo and simulation.

Structure Filter
width

In vivo phase edge to middle
(ppm±stdev)

Simulated phase edge to
middle (ppm)

PUT 0.2 0.22±0.06 0.30
0.125 0.19±0.09 0.32
0.094 0.19±0.10 0.28
0.063 0.13±0.10 0.24

GP 0.2 0.20±0.08 0.23
0.125 0.10±0.08 0.11
0.094 −0.01±0.12 0.04
0.063 −0.08±0.16 −0.03

SN 0.2 −0.05±0.14 −0.06
0.125 −0.17±0.18 −0.11
0.094 −0.25±0.20 −0.14

RN 0.2 0.18±0.14 −0.01
0.125 0.06±0.14 −0.05
0.094 −0.03±0.16 −0.08
phase and R2* between structures is exemplified by the negative
regression in the SN which is attributed to the complicated three-
dimensional geometry of the structure, unlike the more cylindrical
RN. This could be an important feature when studying the SN because
it has been reported that the phase evolves with Parkinson's disease
progression and iron accumulation (Zhang et al., 2010), or in normal
individuals with ageing (Haacke et al., 2010; Xu et al., 2008). However
our study shows phase evolution in the opposite direction with
increasing iron content, although all results are significant. Due to the
nonlocal dipolar effects as seen in Figs. 1 and 2, themost intense phase
may be outside of the structure in the superior–inferior plane. With
ROI placement based on phase imaging only, the measured phase
could be outside of the actual structure, in the superior imaging slice.
As well, the in-plane edges of the structure may be difficult to discern
due to phase geometry effects as seen in Fig. 3. The ROIs in our study
were drawn on R2* images to eliminate the out-of-plane phase effects
and the ambiguity at the edges of structures on the phase images.
While the out-of-plane measure on phase images could prove useful,
it is important to accurately describe the spatial location of ROIs in
Table 2
Fractional phase difference of deep grey structure edges − in vivo and simulation.

Structure Filter
width

In vivo phase edge difference
compared to smallest filter
(ppm±stdev)

Simulated phase
edge differences
(ppm)

PUT 0.2 −0.35±0.06 −0.29
0.125 −0.15±0.04 −0.13
0.094 −0.07±0.03 −0.10
0.063 0.00±0.00 0.00

GP 0.2 −0.44±0.13 −0.30
0.125 −0.19±0.09 −0.13
0.094 −0.05±0.08 −0.06
0.063 0.00±0.00 0.00

SN 0.2 −0.42±0.10 −0.15
0.125 −0.15±0.04 −0.04
0.094 0.00±0.00 0.00

RN 0.2 −0.31±0.12 −0.24
0.125 −0.08±0.05 −0.04
0.094 0.00±0.00 0.00
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Fig. 6. Phase images (top row) and R2* images (bottom row) illustrating ROI placement. The top row illustrates inverted phase images (a and c) as used for comparison to R2* values,
and traditional phase images of the same slice (b and d), with stronger susceptibility sources having a more negative value. The bottom row of R2* images show larger R2* values as
being brighter. The ROI's are identified by numbers on the two slice locations (a, b, d, f) GP, PUT and (c, d, g, h) RN, SN. (1) and (2) are sections of cortical WM. (3) the entire PUT and
posterior PUT, (4) the entire GP and posterior GP, (5) the lateral and lateral posterior baseline adjacent to the PUT, (6) the lateral and lateral posterior aspect of PUT, (7) the medial
and medial posterior aspect of GP, (8) the medial and medial posterior baseline adjacent to the GP, (9) the entire SN, (10) the adjacent baseline of SN, (11) the entire RN, (12) the
posterior aspect of RN, and (13) the adjacent baseline of the RN. Sections of cortex white matter are not shown for the RN SN but are in similar position to (1) and (2) but in the axial
slice of the RN SN.
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both phase andmagnitude images for reproducibility and comparison
with other studies.

The baseline phase in an image is somewhat arbitrary and depends
on factors such as shimming and global susceptibility effects therefore
phase measured in structures is typically compared to another region
in the brain. As well, neighboring susceptibility sources outside of the
slice of interest must also be considered in order to obtain an accurate
phase measure, as demonstrated in the simulation of the SN and RN.
When using axial plane slices, it is somewhat fortuitous that the
inferior SN and RN are not directly in line with the more superior GP
and PUT, which means these iron-rich structures do not have a direct
effect on each other, but do have an effect on the neighboring
Fig. 7. Phase vs R2* linear regression of the GP and PUT from 7 healthy volunteers, with each s
of the PUT (a) 16 ms TE (b) 26 ms TE, (c) posterior lateral aspect of the PUT 16 ms TE. Field sh
of the PUT compared to measure adjacent to PUT 16 ms TE. (e, f) Posterior lateral aspect of
background. To overcome this, the baseline phase measurement
should be obtained directly adjacent to the structure of interest to
mitigate the effects of other susceptibility sources such as air tissue
interfaces or endogenous structures. The in vivo data shows higher
correlations between phase and R2* when baseline measures of phase
are obtained adjacent to structures compared to a distant area of
cortical WM in the SN and RN. The GP correlation was not stronger
with the adjacent baseline measure possibly because of the close
proximity of the SN causing a strong susceptibility effect. The
correlations between phase and R2* were similar for the PUT with
both baseline measures, possibly because both measures are close in
proximity.
catter plot showing 4 different filters: 0.200, 0.125, 0.094, and 0.063. (a, b) Posterior half
ift measures in a–c are compared to a section of corticalWM (Fig. 6). (d) Posterior aspect
the GP compared to a section of cortical WM with (e) 16 ms TE, and (f) 26 ms TE.

image of Fig.�6
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Fig. 8. Phase vs R2* regression of the SN and RN. (a, b)Whole SN 16 ms TE with phase compared to section of cortical WM in (a) and adjacent to SN in (b). (c) Whole RN 16 ms TE
(d) posterior aspect of RN 16 ms TE, (e) whole RN 26 ms TE. Measured phase in c–e is compared to a section of cortical WM (Fig. 6). (f) Whole RN 16 ms TE compared to phase
directly posterior to structure. Each scatter plot shows 4 different filters: 0.200, 0.125, 0.094, and 0.063.
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Measuring the edge phase rather than the whole structure gives
less change in slope of the regression line for PUT, GP, and RN. As well,
when the whole structure was measured, the slope of the regression
decreased as the filter strength increased. This supports the idea that
filtering affects the measured phase more in structures with a higher
iron content within axially viewed structures compared to the same
structures with lower iron content. As well, the filtering effect is
stronger in the center of structures. This filtering effect is most clearly
demonstrated in the GP as the correlation between phase and R2* is
weak and is only significant when the ROI is measured around the
medial border. The large in-plane dimensions of the GP and its high
iron content leads to lower phase values post filtering in the middle of
the structure. Haacke et al. (2007) found that measuring phase from
Table 3
Phase - R2* regression for PUT with TE-phase =16 ms.

Phase measure (baseline) Filter width Slope (ppm*s)×10−4 R p-Value

Whole (baseline cortical) 0.2 3.12 0.87 0.00
0.125 4.28 0.88 0.00
0.094 4.67 0.84 0.00
0.063 5.10 0.71 0.00

Whole (baseline adjacent) 0.2 7.63 0.82 0.00
0.125 10.07 0.83 0.00
0.094 11.17 0.84 0.00
0.063 11.13 0.82 0.00

Lateral (baseline cortical) 0.2 4.20 0.86 0.00
0.125 4.55 0.77 0.00
0.094 4.25 0.68 0.01
0.063 4.21 0.60 0.02

Posterior (baseline cortical) 0.2 4.07 0.93 0.00
0.125 6.01 0.92 0.00
0.094 7.09 0.90 0.00
0.063 9.26 0.90 0.00

Posterior lateral
(baseline cortical)

0.2 5.08 0.90 0.00
0.125 6.35 0.87 0.00
0.094 6.83 0.84 0.00
0.063 8.59 0.84 0.00

Posterior (baseline adjacent) 0.2 8.87 0.93 0.00
0.125 12.05 0.95 0.00
0.094 13.54 0.95 0.00
0.063 14.38 0.95 0.00
different ROIs in the PUT produced drastically different phase results
and attributed this to different iron accumulation patterns. As well,
Zivadinov et al. (2010) and Haacke et al. (2010) described iron
accumulation patterns in the GP and PUT and Grabner et al. (2010)
describe iron accumulation in the posterior aspect of the PUT in
Parkinson's disease. These patterns are similar to the results of
filtering and dipole effects demonstrated in Figs. 1 and 2. This suggests
that the observed iron accumulation pattern in these studies with the
standard phase filtering method might be attributed to filtering and
susceptibility dipole effects. With the standard phase filtering
method, an increase in iron may not show a large increase in phase
within a highly filtered area. To overcome this, ROIs should be placed
around specific parts of structures and these sub-ROIs analyzed across
subjects to better reveal the pattern of iron changes. Therefore, iron
accumulation patterns within specific structures could be studied
Table 4
Phase - R2* regression for GP with TE-phase =16 ms.

Phase measure (baseline) Filter width Slope (ppm*s)×10−4 R p-Value

Whole (baseline cortical) 0.2 1.10 0.16 0.59
0.125 0.81 0.08 0.79
0.094 0.12 0.01 0.98
0.063 2.84 0.12 0.68

Lateral (baseline cortical) 0.2 4.16 0.40 0.15
0.125 6.06 0.50 0.07
0.094 7.72 0.52 0.05
0.063 10.99 0.44 0.12

Posterior (baseline cortical) 0.2 −0.59 0.06 0.83
0.125 −1.14 0.09 0.77
0.094 −0.99 0.06 0.83
0.063 2.56 0.11 0.70

Posterior lateral
(baseline cortical)

0.2 5.35 0.41 0.15
0.125 7.73 0.48 0.08
0.094 8.74 0.47 0.09
0.063 9.52 0.40 0.16

Posterior lateral
(baseline adjacent)

0.2 9.66 0.32 0.27
0.125 12.54 0.34 0.23
0.094 14.63 0.39 0.17
0.063 16.09 0.41 0.15
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Table 5
Phase-R2* regression for RN and SN with TE-phase =16 ms.

Phase measure (baseline) Filter width Slope (ppm*s)×10−4 R p-Value

RN whole (baseline cortical) 0.2 3.22 0.69 0.01
0.125 5.48 0.72 0.00
0.094 6.59 0.71 0.00
0.063 8.47 0.55 0.04

RN whole (baseline adjacent) 0.2 7.41 0.80 0.00
0.125 10.24 0.81 0.00
0.094 10.73 0.76 0.00
0.063 6.17 0.37 0.19

RN posterior (baseline cortical) 0.2 4.19 0.64 0.01
0.125 5.83 0.62 0.02
0.094 6.85 0.58 0.03
0.063 9.47 0.43 0.13

SN whole (baseline cortical) 0.2 −8.24 0.58 0.03
0.125 −14.64 0.54 0.04
0.094 −18.14 0.49 0.08
0.063 −18.59 0.33 0.25

SN whole (baseline adjacent) 0.2 −9.58 0.65 0.01
0.125 −14.74 0.67 0.01
0.094 −15.66 0.64 0.01
0.063 −13.96 0.51 0.06
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with the standard phase filtering method if many subROIs are
examined.

Filter width should be chosen based on structure shape, size, and
regional susceptibility influences. The simulation would suggest that
the lowest filter width is the most desirable to remove the slow
varying phase effects, as the phase values in a structure are least
affected both in the middle and at the edges of the structures.
However, the in vivo data suggest susceptibility artifact from the
sinuses and other baseline phase influences, while not visually
apparent, can alter the inherent phase measures due to local
susceptibility, therefore the smallest filter width is not always
appropriate. This is apparent with the relatively lower correlation
between phase and R2* in the RN and SNwith the smallest filter width
compared to phase measures with higher filter widths in these
structures. As well, measuring phase in the PUT benefits with a higher
R2* vs phase correlation when ROIs are taken in the posterior aspect
of the structure, compared to the whole structure. This effect in the
SN, RN, and anterior PUT at small filter widths is due to the
background susceptibility effect from the air tissue interface of the
paranasal sinuses and nasal cavity. The slope of the regression
between phase and R2* in a structure increases as filter width
decreases which is desired in neurological studies to separate high
from low iron containing structures. However, as the filter width
decreases, the correlation between phase and R2* decreases, which
reduces the power of statistical analysis in discerning normal from
high iron accumulation states. This correlation is increased by
measuring the baseline ROI directly adjacent to the structure of
interest to mitigate the effects of background susceptibility.

Because the SN and RN are smaller structures with broader k-space
representations, it is expected that there would not be as much phase
variation measured in simulation with Eq. (1) across different filter
widths. However the in vivo results show that there is considerable
variation with filter width. A drawback of the simulation is the
assumption of homogenous susceptibility throughout each structure
and no susceptibility effect from other brain tissue.While the paired t-
test for R2* measures from edge to middle of a structure show
homogeneity of R2* measures for the PUT, SN and RN, this is for only
one axial slice and for one cross section. A zero susceptibility value
was assigned to surrounding tissue to clarify iron rich structure effects
and because the distant baseline phase is not used in any simulation
measurements. The influence of other external tissues is not
accounted for in the model and this could produce additional
susceptibility effects giving rise to the differences found in vivo.
Nevertheless, the simplistic model served to clarify and accurately
predict effects in the GP and PUT.

Some studies have investigated susceptibility mapping techniques
(de Rochefort et al., 2010; Shmueli et al., 2009; Wharton et al., 2010),
an image processing step after phase imaging, which removes dipolar
artifacts from phase images to find susceptibility distributions. While
these techniques look promising to uncover accurate brain suscepti-
bility values, they are currently complicated to implement with issues
such as highly involved image processing, multiple patient orienta-
tions, or image artifact.

To optimize the precision of phase imaging for estimating tissue
susceptibility, ROIs should be placed and interpreted with knowledge
of external phase effects and filtering effects, and baseline phase
measures should be obtained immediately adjacent to the SN and RN
and close to the PUT for the PUT and GP measures. Many sub-ROIs
should be obtained across subjects, in order to discern the relative
quantity and location of iron accumulation within a structure.
Although phase is influenced by filtering and external susceptibility
sources, good correlations are observed between phase measures and
R2*. Smaller filter widths will elucidate the differences between high
iron and low iron states while adjacent baseline phase measures will
improve the accuracy of the measured phase. Of the filter widths used
in this study, the best choices are 0.125 for the SN and RN and 0.094
for the GP and PUT or 0.063 for the posterior GP and PUT to remove
the global susceptibility effect and preserve the phase due to
endogenous brain structures.

Conclusions

Phase imaging with the high pass filtering method uses standard
MRI sequences and processing software that are widely available, and
reveals susceptibility information that was previously confounded by
other tissue parameters. The accuracy of measured phase to tissue
susceptibility was optimized using simulated phase images, to predict
both field effects and filtering effects, and was verified in vivo by
comparing phase to R2*. The simulated field effects, as demonstrated
in sectional profiles, showed the most profound effects in the PUT
from the external field effects caused by the neighboring GP and
substantial changes in baseline phase around the SN and RN. The in
vivo phase comparison to R2* showed that phase is most accurately
measured on a structure by structure basis, with appropriate filter
width for the size of structure, and with the background phase
obtained directly adjacent to the SN and RN. Using a standard filter of
0.125 the slopes and correlation coefficients were 4.28×10−4 ppm*s
and R=0.88 for the PUT, 0.81×10−4ppm*s and R=0.08 for the GP,
5.48×10−4 ppm*s and R=0.72 for the RN and −14.64×10−4 ppm*s
and R=0.54 for the SN. To achieve the most effective correlation to
R2* we recommend using a filter width of 0.094 for the GP and PUT
and 0.125 for the SN and RN. The baseline phase measure should be
obtained directly adjacent to the SN, and RN as opposed to an area of
distant cortical WM. The correlation improved using the adjacent
measures compared to the cortical measure in the SN from R=0.54 to
0.67 and in the RN from R=0.72 to 0.81, using a filter width of 0.125.
Different regression slopes are seen between subROIs within
structures suggesting that regional iron accumulation within a
structure is best studied with subROIs between different subject
groups, not differences in phase values relative to the overall phase in
one structure. Phase imaging has the potential for more sensitive
comparisons of brain iron accumulation in deep grey matter if specific
filtering parameters and susceptibility effects are carefully considered.
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