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Background Field Removal Using Spherical Mean Value
Filtering and Tikhonov Regularization

Hongfu Sun and Alan H. Wilman*

Purpose: To introduce a new method for removing back-

ground artifacts in field maps and apply it to enhance the
accuracy of susceptibility mapping.
Methods: A field artifact removal method is introduced that is

based on the sophisticated harmonic artifact reduction for
phase data (SHARP) method exploiting the harmonic mean

value property. The new method uses Tikhonov regularization
at the deconvolution stage and is referred to as regularization
enabled SHARP (RESHARP). RESHARP was compared with

SHARP in a field-forward susceptibility simulation and in
human brain experiments, considering effects on both field

maps and the resulting susceptibility maps.
Results: From the simulation, RESHARP was able to reduce
error in the field map by 17.4% as compared with SHARP,

resulting in a more accurate single-angle susceptibility map
with 6.5% relative error (compared with 48.5% using SHARP).

Using RESHARP in vivo, field and susceptibility maps of the
brain displayed fewer artifacts particularly at the brain bounda-
ries, and susceptibility measurements of iron-rich deep gray

matter were also more consistent than SHARP across healthy
subjects of similar age.
Conclusion: Compared with SHARP, RESHARP removes

background field artifact more effectively, leading to more
accurate susceptibility measurements in iron-rich deep gray

matter. Magn Reson Med 000:000–000, 2013. VC 2013 Wiley
Periodicals, Inc.
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Magnetic susceptibility provides a valuable source of
MRI contrast to distinguish iron-rich brain structures
from surrounding tissue. Although the magnetic field
shifts in susceptibility-weighted imaging (1,2) and phase
imaging (3) can reflect regional susceptibility features,
they do not represent the exact local susceptibility distri-
bution due to the nonlocal source-to-field relationship
(4). Furthermore, the induced magnetic field depends on
the object orientation to the main magnetic field (5,6),

raising an additional problem for quantitative assessment
(7). Quantitative susceptibility mapping attempts to over-
come the field direction dependence and the nonlocal
nature of traditional phase imaging by means of a decon-
volution on the field map to recover the underlying local
source susceptibility distribution (8–16). Quantitative
susceptibility mapping is being promoted as a promising
and accurate means for brain iron mapping (17,18).
Unfortunately, the inversion from field perturbation to
susceptibility is ill-conditioned, which means that noise
or artifacts in the field map can be substantially ampli-
fied in the resulting susceptibility map. Therefore, an
effective removal of background field is a prerequisite for
successful quantitative susceptibility mapping.

Background field is considered as any field contribu-
tion from sources other than local tissue susceptibility
including eddy currents, chemical shifts, receiver radio-
frequency offsets and, most notably, air-tissue suscepti-
bility interfaces at the skull and sinuses. Different
removal methods have been proposed, such as high pass
filtering (19), polynomial fitting (20,21), and field-for-
ward estimation (22). However, these methods tend
either to leave residual background field, or to attenuate
local field in the process. Recently, two other promising
techniques exploiting the physics property of suscepti-
bility dipole sources have been proposed: Projection
onto dipole field (23) and sophisticated harmonic artifact
reduction for phase data (SHARP) (13). The former mod-
els a hypothetical distribution of background susceptibil-
ity sources that provides the closest fit to the total field.
The latter uses the mean value property (24) to separate
the harmonic background field from the nonharmonic
local field. Improvements to SHARP may be possible by
introducing Tikhonov regularization (25), which has
been previously applied to quantitative susceptibility
mapping (10,11). In this work, an improved background
field removal method is presented by applying Tikhonov
regularization at the deconvolution stage of spherical
mean value filtering (i.e., SHARP). The new method,
referred to as regularization enabled SHARP (RESHARP),
is validated through a numerical phantom simulation
and parameter-optimized for human brain experiments.
It is compared with traditional SHARP, considering
effects on both the field maps and the resulting suscepti-
bility maps.

THEORY

Harmonic Background Field and Mean Value Property

The principles used in SHARP (13) are briefly reviewed
below. According to the Maxwell’s equations, the dipole
field induced by susceptibility sources outside the
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region-of-interest (ROI) is harmonic within the ROI (26),
hence satisfying the mean value property (24):

M d � rð Þ � Bbkg

� �
¼ 0; [1]

where r is a nonnegative, radially symmetric, normalized
convolution kernel (entries within the sphere summed to
1; values outside the sphere were uniformly 0); d denotes
the Dirac delta function; Bbkg is the harmonic back-
ground field; M is the binary brain mask defining the
ROI as the brain volume (value 1 within ROI, value 0
elsewhere) but is further eroded by the radius of r due to
the violation of the mean value property whenever r

overlaps with the brain edge. The convolution can be
reformulated more intuitively as a multiplication in the
Fourier domain:

MF�1CFBbkg ¼ 0; [2]

where F denotes the Fourier transform matrix; C ¼
Fðd� rÞ is the convolution kernel after Fourier transform
(F ). By multiplying MF�1CF by the total field Btotal, the
background field component is removed, leaving only
the local field component to be solved as written below:

MF�1CFBlocal ¼ MF�1CFBtotal: [3]

In the original SHARP method (13), Eq. [3] is relaxed at
the boundary of the eroded ROI by abandoning M from the
local field term, written as F�1CFBlocal ¼ MF�1CFBtotal ,
then solved with truncated singular value decomposition
(SVD): setting the frequency of the expected local field to
zero whenever the corresponding value of C is beneath a
user-determined threshold value.

RESHARP with Tikhonov Regularization

The system of Eq. [3] is underdetermined and therefore
extra information is required to obtain a unique solu-
tion. Since the susceptibility difference between air and
water/tissue is more than an order of magnitude larger
than the inter-tissue variation due to brain iron, myelin,
and deoxyhemoglobin (27), background field is assumed
to be the predominate component of the measured total
field, hence, the residual local field component with
least-norm is chosen specifically as the desired
solution.

Seeking the least-norm solution from Eq. [3] is a con-
strained minimization problem, and the method of
Lagrange multiplier (28) is commonly used to convert it
to a well-developed unconstrained minimization form.
In the RESHARP method, this Lagrangian form is formu-
lated by adding the Tikhonov regularization (norm of the
solution) to the data fidelity term (norm of the misfit re-
sidual), and balancing with the Lagrange multiplier as
written below:

argminBlocal
jjMF�1CFðBlocal � BtotalÞjj22 þ l jjBlocal jj22 [4]

In the above formula, argmin Blocal
denotes the values of

variable Blocal that minimize the above function; jj � � � jj22
denotes the sum of squares; the first norm term is the
data fidelity term to guarantee the harmonic assumption

of background field; the second term is the Tikhonov
regularization term to enhance the small norm feature of
the residual local field after background field removal; l

is the Lagrange multiplier (regularization parameter) to
be set such that the norm of the local field is minimal
while subject to data fidelity within expected error toler-
ance. To determine the optimal Lagrange multiplier, a
range of l values are first assigned to Eq. [4], and then
the minimization is solved for each l. The norm of the
data fidelity term (i.e., misfit residual) is plotted against
the solution norm jjBlocal jj22

� �
for the range of tested l

and the l corresponding to the point of maximal curva-
ture is considered optimal (L-curve (29)).

METHODS

Numerical Simulation

A modified Shepp-Logan phantom (30) (128 � 128 � 128
pixels) representing a susceptibility distribution was cre-
ated, with five ellipsoids of varying sizes to simulate uni-
form-intensity structures and an internal sphere to simulate
an air cavity. The background air outside the phantom and
within the inner spherical cavity were assigned a suscepti-
bility of 9.4 ppm (27); the five ellipsoids were assigned sus-
ceptibilities of 0.05, 0.1, 0.15, 0.2, and 0.3 ppm, similar to
values found in brain; and the susceptibility of the remain-
ing region was set to 0 simulating a water/tissue reference
(Fig. 1a–c). The induced local field from the five ellipsoids
and the background field from the air-tissue interfaces were
forwardly calculated (Fig. 1d–f) by convolving with the
unit dipole kernel (31–33).

Human Brain Experiments

Three-dimensional multiple gradient-echo datasets cov-
ering the whole brain were acquired at 4.7 T (Varian,
Palo Alto, CA) from five subjects (all male, age 48 6 3
years). The studies were conducted with the approval of
our Institutional Review Board. A head coil transmitter
and a four-channel receiver array were used. Acquisition
parameters were: field of view¼ 25.6 � 16 � 16 cm3;
spatial resolution¼ 1 � 1 � 2 mm3; bandwidth¼ 352 Hz/
voxel; pulse repetition time¼40 ms; echo time¼ 3/7/11/
15/19 ms; flip angle¼10�.

Phase measurements from the four receiver channels
were first optimally combined accounting for the radiofre-
quency offsets (34), followed by unwrapping using
PRELUDE/FSL (35–37). Then, a voxel-wise magnitude-
weighted least-squares regression of phase to echo time
was performed to obtain the reduced-noise field map
(38,39). A field reliability mask was also generated by set-
ting a threshold for the regression residual, with cor-
rupted fields of large residuals (greater than threshold) set
to 0 while others set to 1. The threshold was selected by
visual inspection such that unreliable voxels were gener-
ally confined to the edges of the ROI and scarcely present
within it. The regression was performed on normalized
field maps (relative to the main magnetic field), and the
threshold was selected as 1 � 10�3 then applied across
subjects. Unreliable field measurements were then
excluded from the ROI by multiplying the reliability mask
to the field map before continuing to the next steps.
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Background Field Removal with RESHARP/SHARP

The radius of the spherical convolution kernel r was
chosen as five voxels (40). The binary mask defining the
brain volume was extracted using brain extraction tool
(BET) (41) from the magnitude images of the first echo.

The eroded mask M was then computed by convolving
the BET mask with r: resulting voxels of value 1 were
retained as M, while others were set to value 0. For the
RESHARP method, the minimization of Eq. [4] was
achieved using the linear conjugate gradient method

FIG. 1. Simulation results from a three-
dimensional ellipsoidal Shepp-Logan

phantom. The total susceptibility distri-
bution from the central coronal slice of
the phantom is shown in (a), consisting

of background susceptibility differen-
ces (b) and local susceptibility differen-

ces (c), with susceptibility values
assigned to them in units of ppm.
Induced total field, background field,

and local field are displayed in (d), (e),
and (f), respectively. Local field maps

filtered from SHARP and RESHARP
are displayed in (g) and (j), with their
error differences to the true local field

displayed in (h) and (k). The suscepti-
bility maps from SHARP and

RESHARP field maps are shown in (i)
and (l). Mean values of five inner ellip-
soids relative to the mean value of the

remaining reference territories are also
plotted against true susceptibility val-
ues in (m) for SHARP and (n) for

RESHARP.
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with the stopping criterion chosen as the relative resid-
ual smaller than 10�6. As illustrated in Figure 2, to avoid
either under- or over-regularization, l was selected
according to the L-curve method (29) along with simple
visual inspection to ensure that artifacts were suppressed
as much as possible without incurring significant loss in
tissue contrast. Using this technique, a l of 5 � 10�3 was
determined from one human subject and then applied to
the other four subjects. For the SHARP method, the trun-
cation level was set to 0.05 (40) which led to best sup-
pression of artifacts by visual inspection and was
consistent with the value used in the SHARP paper (13).

Susceptibility Inversion with Total Variation Regularization

In the original SHARP paper (13), field to susceptibility
inversion was performed using the multiple-angle acqui-
sition method (8). However, in this work, we used a
more practical single-angle acquisition method, and the
susceptibility maps were reconstructed using the total
variation regularization approach (15,42). The regulariza-
tion parameter on the total variation term was selected
as 5 � 10�4 which was determined from a single subject
using the L-curve and remained the same for the other
subjects.

RESULTS

Numerical Simulation

The simulation results of background field removal are
shown in Figure 1. The local field map from SHARP
(Fig. 1g) displays alternating bright-dark patterns at the
boundary—easily identified as artifacts in the error map
(Fig. 1h). In comparison, the local field from RESHARP
(Fig. 1j) is free of these artifacts with no obvious pattern
in the error map (Fig. 1k). Relative to the norm of total
field, the norm of local field error is 2.18% for SHARP
and 1.80% for RESHARP (i.e., 17.4% error decrease).
The susceptibility map obtained from the SHARP result
(Fig. 1i) displays large intensity variation within the
ellipsoids (of constant susceptibility in the model) and
particularly in the surrounding reference territory, while
susceptibility obtained from the RESHARP (Fig. 1l) dis-
plays greater uniformity in these structures. Linear
regressions of the measured mean susceptibilities versus
the original model susceptibilities for the five ellipsoids
yield a slope of 1.09 for SHARP (Fig. 1m) and 1.01 for
RESHARP (Fig. 1n). Standard deviation of susceptibility
measurements within each ellipsoid is much smaller for
RESHARP (Fig. 1m) with relative error of 6.5% than
SHARP (Fig. 1n) of 48.5% accounting for all the
ellipsoids.

Human Brain Experiments

The local field maps of a human brain from RESHARP
are displayed in Figure 2 for a range of regularization
parameters l in Eq. [4]. From the graph, the data fidelity
term increases while the regularization term decreases
with the parameter, and an L-curve is formed. Choosing
a parameter that is too small, e.g., 5 � 10�5, results in an
under-regularized local field solution as seen in Figure
2a, where the frontal head in particular is severely

contaminated by artifact. Conversely, setting the parame-
ter as large as 5 � 10�1, results in an over-regularized
solution, as seen in Figure 2e where severe artifacts are
suppressed, but local field gray-white matter and tissue-
iron contrast drop significantly. When the proper regula-
rization parameter is selected around the corner of the
L-curve, e.g., 5 � 10�3, as shown in Figure 2c, the local
field map is smoothly and symmetrically distributed,
without obvious artifact, and white and gray matter terri-
tories are clearly discernible. Results from another two
parameters around the L-curve corner, 2 � 10�3 (Fig. 2b)
and 8 � 10�3 (Fig. 2d), demonstrated little change com-
pared with 5 � 10�3 (Fig. 2c).

Comparisons of SHARP and RESHARP from the
human brain study are shown in Figure 3. Artifacts pres-
ent in the SHARP field map (indicated by the white
arrows in Fig. 3a) are concentrated at the boundaries of
the brain. Field maps obtained from RESHARP (Fig. 3b)

FIG. 2. The selection of proper regularization parameters for
RESHARP. In the graph, the data fidelity term is plotted against
the Tikhonov regularization term for a wide range of regularization

parameters. The local field result from a small l value of 5 � 10�5

is shown in (a), optimal l values 2 � 10�3 (b), 5 � 10�3 (c), 8 �
10�3 (d), and a large l value 5 � 10�1 in (e).
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show artifacts substantially suppressed or completely
removed in the corresponding areas. Susceptibility maps
calculated from the SHARP local field (Fig. 3c) show
residual streaking and severe artifact, as indicated by the
white arrows, evidently resulting from residual back-
ground artifact remaining in the field map. Susceptibility
maps obtained from RESHARP results (Fig. 3d) exhibit
reduced artifact and better tissue contrast, with distinct
delineation of the iron-rich deep gray matter.

The plots of measured susceptibility values against
brain iron concentrations estimated from the Hallgren and
Sourander study (43) are shown in Figure 3e for SHARP
and Figure 3f for RESHARP. Two-dimensional ROIs for
each structure were drawn manually using central trans-
verse slices. Measured susceptibilities of deep gray matter
structures were normalized (subtraction) relative to the
measured cerebrospinal fluid susceptibility for each sub-
ject. Mean values and standard deviations of normalized

FIG. 3. Human brain comparison of SHARP and RESHARP on a 45-year-old male. Images are shown in transverse, coronal, and sagittal
views within each column. Local field maps are shown from (a) SHARP and (b) RESHARP. Susceptibility maps inversed from (a) and (b)

are shown in column (c) and (d) correspondingly. White arrows point at areas with strong artifacts in both field and susceptibility maps
when using SHARP. Regressions of averaged susceptibility values (Mean 6 SD) to the estimated brain iron concentrations of deep gray

matter regions from five healthy males are shown in (e) using SHARP and (f) using RESHARP. Regressions including all five globus pal-
lidus (GP), putamen (PU), caudate nucleus (CN), red nucleus (RN), and substantia nigra (SN) are indicated in solid lines and with RN
excluded in dashed lines.
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deep gray matter susceptibilities were then calculated
among the five subjects. The linear correlation for
RESHARP (R2¼0.80) is slightly higher than that for
SHARP (R2¼ 0.76) as indicated by solid regression lines.
The susceptibility value range of RN estimated from
Hallgren and Sourander study is quite different from a
more recent study by Krebs et al. (44). In addition, iron
concentrations of RN measured by Krebs et al. also pres-
ent very large variations among individuals. If excluding
the measurements of RN from regressions (triangle
markers), the linear correlations of the other four struc-
tures increase substantially for both methods as indicated
by dashed regression lines, with that from RESHARP
(R2¼ 0.99) still slightly higher than that from SHARP
(R2¼ 0.96). More importantly, the standard deviations of
the five mean measurements from RESHARP are substan-
tially smaller than those from SHARP, which means
RESHARP measurements of individual structures are more
consistent across subjects of similar age.

DISCUSSION

Both from an image quality perspective and from quanti-
tative error analysis, field maps and susceptibility results
from the numerical simulation and human brain experi-
ments demonstrate that RESHARP was superior to
SHARP in background field removal and gave improved
performance for single-angle susceptibility inversion.

RESHARP and SHARP have two major differences. First,
in the SHARP method, the M term defining the eroded ROI
in Eq. [3] is dropped, and the equation is approximated as
F�1CFBlocal ¼ MF�1CFBtotal to perform SVD, and the initial
solution was then multiplied by M as the final Blocal solu-
tion. In the RESHARP method, Eq. [3] was not relaxed as in
SHARP and the solution was obtained by conjugate gradi-
ent iterations. Our simulation results showed that
RESHARP performed better at the boundary (defined by M
term) than SHARP. Second, SHARP uses truncated SVD
while RESHARP uses Tikhonov regularization to suppress
noise/error amplification. Briefly, the filter factor of trun-
cated SVD is a harsh rectangular function, while in Tikho-
nov regularization it is a similar but much smoother
function. In human brain experiments, low frequency re-
sidual radiofrequency-offsets as well as unwrapping errors
compounded in the field map (not modeled by susceptibil-
ity background) could be largely amplified due to the small
coefficients of the convolution kernel (C in Eq. [3]) in the
low frequency regions, and a proper regularization is
needed. In theory, truncated SVD induces more Gibbs arti-
facts than Tikhonov regularization due to the harsh trunca-
tion of the filter factor. This was observed in our human
brain results, RESHARP performed better than SHARP in
terms of suppressing artifacts.

A current limitation of both SHARP and RESHARP is the
erosion of the ROI by an amount equal to the radius of the
convolution kernel, thereby losing local field (and suscepti-
bility) information at the brain boundary. In this work, we
chose a radius of five voxels (40), which we believe was
the optimal kernel size considering both fidelity and integ-
rity of the result. Fortunately, the erosion of the ROI does
not influence the susceptibility measurements of deep gray
matter. To further reduce the amount of boundary loss, a

varying kernel size scheme was proposed whereby the ker-
nel size was gradually reduced approaching the ROI bound-
ary (15). Projection onto dipole field (23) is an alternative
method that does not involve the erosion of the boundary.
Instead, it works by fitting susceptibility sources outside
the ROI to reproduce the background field within it. How-
ever, the comparison with projection onto dipole field is
beyond the scope of this note.

In conclusion, an improved background field removal
method RESHARP has been presented that builds on the
SHARP method by using Tikhonov regularization at the
deconvolution stage of spherical mean value filtering. It
has been shown through simulation and human brain
experiments that this method is more effective at remov-
ing background field than original SHARP, leading to
susceptibility maps with suppressed artifact and more
accurate quantitative susceptibility measurements in
iron-rich deep gray matter.
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