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Abstract

Parabolic partial di↵erential equations (PDEs) are used as models of transport-

reaction phenomena in a variety of di↵erent industrial chemical and materials

engineering processes, and can yield precise descriptions of process variables

with complex temporal and spatially dependent system dynamics. In many

cases, the process dynamics are also a↵ected by time-dependent features of the

system which arise from the underlying physical characteristics of the process

or the methods utilized in the formation and treatment of materials which may

result in phase transitions, deformations or a combination of these behaviours.

The dynamical analysis of these processes provides a fundamental basis for

development of model based control strategies through a number of approaches

including from within the framework of infinite-dimensional systems control

theory. However, each class of transport-reaction system presents its own

unique challenges and requires the development of new strategies within the

existing framework.



The focus of this thesis is the systematic treatment and realization of the

feedback control design for two general classes of problems. The first class

deals with the optimal boundary control problem for unstable parabolic PDEs

with nonautonomous and nonhomogeneous infinite-dimensional system repre-

sentation, and is considered within the context of a lithium-ion battery thermal

regulation problem. The key challenges addressed include the time-dependence

of system parameters, system instability, the restriction of the input along a

portion of the battery domain boundary, the observer based optimal bound-

ary control design, and the realization of the outback feedback control problem

based on state measurement and interpolation methods. The second class of

problems is the optimal distributed and boundary control of parabolic PDEs

on time-varying spatial domains with nonautonomous infinite-dimensional sys-

tem representation. The key challenges addressed include the development of

an appropriate function space setting to handle the time-dependence of the

spatial domain, the formulation of the infinite-dimensional system representa-

tion of the PDE control problem within this function space setting, and the

realization of the optimal distributed and boundary control problems within

the context of the Czochralski crystal temperature stabilization problem.
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Chapter 1

Introduction

In chemical and materials engineering sciences, Partial Di↵erential Equations

(PDEs) are widely used as models of transport-reaction phenomena in forma-

tion, synthesis, separation, and electrochemical processes. There continues to

be a rich and active research interest in this field which draws upon the well es-

tablished classical tools of mathematical analysis, and also employ the recent

advancements in computer technology for process simulation and numerical

studies of complex problems. Modern applications include many examples in

the petroleum industry such as reservoir modelling for heavy oil recovery, and

tubular and plug-flow reactor systems which are used for the production and

the refinement of large volume chemicals such as hydrogen, methanol, and

synthetic hydrocarbons by the catalysis of various types of feedstocks. In the

electronics, automotive, and power distribution industries, electrochemical de-

vices such as fuel cells and lithium-ion battery technology, are revolutionizing

the way in which energy is being stored and utilized. In manufacturing in-

dustries, phase transitions and thermal treatment are critical factors in the

fabrication and processing of materials, such as in semiconductor production

by crystal growth methods.
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One broad area of applied mathematics is control systems science which

deals with the analysis and design of controllers for dynamical systems, and

is closely aligned with and intersects the engineering disciplines on many dif-

ferent levels. Contemporary advancements in the field have also been greatly

aided by the advent, development, and proliferation to computer technology

which has facilitated the implementation of digital control systems in many

industrial applications. In the context of chemical and materials engineering,

the basic premise underlying the control of processes described by PDEs is

that one can a↵ect the transport-reaction process dynamics by manipulating

certain parameters of the system. One would like to then be able to predict

the response of the dynamical system and achieve, as close as possible, some

kind of desired behaviour. Consequently, an understanding of the process dy-

namics given by the PDE is a prerequisite to the development of model based

control schemes to obtain these objectives. As such, the fundamental mathe-

matical tools utilized in the dynamical analysis of these types of systems are

also necessary in the development of control methodologies, and the results

of which form the cornerstone of control theory for PDEs. While there has

been a considerable e↵ort in this research area, there remain many open prob-

lems and challenges not only in understanding the fundamental control related

questions, but also in the feasible implementation of control schemes. The fol-

lowing sections provide a brief background in this area, and describe some of

the challenges which are associated with the related control problems for the

classes of PDEs considered in this work.
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1.1 Control theory for PDEs: A brief histori-
cal overview

Some of the most important developments in control theory for PDEs occurred

in the 1960s-1970s and are documented in several well know monographs and

review papers from that time era [1, 2, 3, 4]. A more complete account of

the historical developments in control theory for PDEs can be found in review

articles [5, 6]. The early works focused on control systems for linear PDEs

from a mathematical point of view and dealt with the rudimentary notions

of stability, stabilizability, and controllability, in the generalization of some

of the key concepts from control theory for processes described by ordinary

di↵erential equations (ODEs) and their finite-dimensional state space repre-

sentation. To this end, one of the approaches taken was the functional analytic

description of the PDE control problems as abstract evolution systems in Ba-

nach spaces which formed the basis of infinite-dimensional systems control

theory. Essentially, this approach facilitated the state space representation of

PDEs which enabled the dynamical analysis of the the related control problems

within the context of operator semigroup theory. Moreover, results developed

within the infinite-dimensional systems framework could now be interpreted

in a familiar setting with direct comparisons to the analogous results from

their finite-dimensional system counterparts. However, not all concepts from

finite-dimensional systems could be carried over, and in fact, many negative

results and pathological phenomena appeared out of the infinite-dimensional

system representation of the PDE control problems.

Although early obstacles which prevented the formation of a comprehensive

and generalized control theory for PDEs included issues similar to those faced
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in dealing with control problems for ODEs, such as in nonautonomous (time-

varying) and nonlinear systems, many other obstacles were unique to PDE

control problems and also varied between the di↵erent PDE classes.1 One of

the most important issues was that the spatially distributed nature of PDE

models required the inclusion of geometric considerations in the overall theory.

For example, the geometry of the physical spatial domain required a distinction

between the types of distributed control problems (actuation within domain),

and those belonging to the types of boundary control problems (actuation at

the boundary). The number and placement of actuators and sensors yielded

a host of new factors to consider in both control and observation problems

within each of these categories. A concerted e↵ort shared between the math-

ematics and mathematical control communities was required to resolve many

of the technical and often subtle mathematically abstract issues pertaining

to the existence, uniqueness, and regularity of solutions for specific cases and

examples in both distributed and boundary control problems.

During the same time period, there was also a large e↵ort by researchers

looking at control problems involving PDEs from a more conventional en-

gineering mathematics perspective. One of the most common approaches

taken for these problems utilized so called early lumping methods through

modal analysis and modal decomposition to approximate the PDEs by finite-

dimensional systems of ODEs, and subsequently enabled the application of

well developed finite-dimensional systems control theory [7, 8]. While this

has proven to be both an attractive means for controller design and readily

1For example, from the spectral analysis of finite-dimensional systems from ODEs and
infinite-dimensional systems from the class of parabolic PDEs, the position of the spectrum
determines the growth of the semigroup formed by each, but the same cannot be said for
time-varying operators (nonautonomous systems) and the class of hyperbolic PDEs.
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implementable in industrial applications, the limitations of the early lump-

ing approach were quickly realized. Early lumping techniques often resulted

in a mismatch in the dynamical properties of the original PDE and the ap-

proximated system which led to poor controller performance. The source of

this issue lay in the intrinsically distributed nature of the PDE control prob-

lems which could not be completely accounted for through finite-dimensional

approximations of the systems. However, the foundation which provided a

basis for the necessary theoretic framework on which to study the issue was

being concurrently built within the mathematical control community. In par-

ticular, infinite-dimensional systems theory provided a viable methodology to

capture the complete dynamical picture for PDE systems while preserving the

ability to subsequently develop more practically oriented and implementable

control schemes through methods often referred to as late lumping techniques

for controller design [9, 10, 11, 12].

The reconciliation of control theory from the abstract mathematical per-

spective with the pragmatic engineering perspective continues to be a major

topic in control theory for PDEs. While the convergence of these two points

of view has led to advanced model based control strategies for PDEs, there

remains key barriers to their mainstream adoption in industrial settings. By

the mid 1990s, many key fundamental issues had been resolved to the extent

that several important classes of problems could by handled by a su�ciently ro-

bust and generalized infinite-dimensional systems control framework, including

stabilizability, exact controllability, and optimality conditions for distributed,

point and boundary control systems, and also related infinite-dimensional LQR

and LQG controller design problems [1, 13, 14, 15]. On the other hand, the use

of these theoretic results remains somewhat restricted by the specific technical

criteria requiring satisfaction for the control schemes to be correctly applied or
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well-posed, at least in the mathematical sense, and often result in seemingly

intractable control designs which are impractical, in the physical sense. The

set of problems which can be handled by this approach also requires some care

when taking into account the physical nature of the processes being described

by the PDE. Assumptions are inevitably required to deal with the inherent

complexity of the actual physical system itself, all of which lead to some de-

gree of plant-model mismatch. For example, in situations where the system

parameters themselves must often be estimated, the actual spatial geometry

of the system is irregular, and because nonlinearities are present everywhere

in nature. That is not to say these assumptions about the process invalidate

their description by the PDEs, nor do they prohibit model based control de-

sign since even simplified PDEs can provide good models of complex processes

and are able to capture the dominant dynamics of the systems. Moreover,

infinite-dimensional systems theory still remains a fundamental tool in linear

and nonlinear analysis of PDEs, which can be utilized in control development

for these types of systems. Indeed there is a wide range of useful applications

made available by careful consideration of both theoretic and practical as-

pects of specific problems. The infinite-dimensional systems approach to PDE

control problems, as well as other frameworks such as proper orthogonal de-

composition [16], backstepping methods [17, 18], and sliding mode control [19],

are all valuable methodologies towards the vast array of di↵erent processes.

Each approach has also been greatly augmented by the continual advancement

in computer technology which has provided a wealth of resources from numer-

ical analysis, and has also a↵orded the control engineer the ability to realize

otherwise abstract and inaccessible control implementations.
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1.2 PDE process models and control systems

From a mathematical perspective, a PDE is a di↵erential equation for a func-

tion which contains one or more partial derivatives of the dependent variable

[20, 21, 22]. As an example, consider the dependent variable z(⇠, t) which

is a function of the independent variables ⇠ corresponding to spatial points

⇠ = (⇠
1

, . . . , ⇠
m

) in an m-dimensional domain ⌦ ⇢ Rm with boundary @⌦, and

also the independent variable of time t 2 [0, T ]. The general expression for a

second order PDE for the function z(⇠, t) is:

F

✓

⇠
1

, . . . , ⇠
m

, t, z,
@z

@t
,
@z

@⇠
1

, . . . ,
@z

@⇠
m

,
@2z

@⇠2
1

, . . . ,
@2z

@⇠2
m

,
@2z

@⇠
1

@⇠
2

, . . .

◆

= 0 (1.2.1)

The order of the PDE is the order of the highest derivative in the equation.

All PDEs can be classified as belonging to one of three major types of equa-

tions: parabolic, hyperbolic, and elliptic, and describe a wide range of di↵erent

processes where the complexity of each model is dependent on the assumptions

made about the process itself. The function z(⇠, t) gives the state of the system

at some time t which is distributed over the space, and represents a process

variable of interest (e.g. temperature or concentration). The distributed na-

ture of the state is a distinguishing feature of process variables modelled by

PDEs in contrast to those modelled by ODEs for which the process variables

are represented by functions of only a single independent variable, for exam-

ple z(t) which is spatially invariant. Consequently, PDEs belong to a class

referred to as distributed parameter systems (DPS), whereas ODEs belong to

the class of lumped parameter systems (LPS). Many transport-reaction pro-

cesses in chemical and materials engineering can be described by the second
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order linear parabolic PDE:

@z

@t
= A(⇠, t)z +B(⇠, t)u(t) + q(⇠, t) (1.2.2)

The operator A(⇠, t) is often referred to as the spatial operator and is expressed

as:

A(⇠, t) :=
m

X

i,j=1

@

@⇠
i

✓

d
ij

(⇠)
@

@⇠
j

◆

+
m

X

k=1

v
⇠k
(t)

@

@⇠
k

+ g(⇠, t) (1.2.3)

Two important transport mechanisms included in the PDE process model in

Eqs.1.2.2-Eq.1.2.3 are di↵usion and convection. In the context of a chemical-

reaction system, z(⇠, t) represents the concentration of a chemical species,

d
ij

(⇠) are the di↵usion coe�cients which relate the change in the concen-

tration at any point to it’s gradient, v
⇠k
(t) are the velocity field compo-

nents in the ⇠
k

direction which relate the convective transport of the chem-

ical species to the flow of it’s fluid medium, g(⇠, t) is the state related lin-

earized generation/consumption term, and q(⇠, t) is the nonhomogeneous gen-

eration/consumption term.2

In the context of heat transport where z(⇠, t) represents the temperature

distribution of the system, the Eqs.1.2.2-Eq.1.2.3 describe the di↵usion and

convection of heat through a conducting material, and are formulated from

energy balance relationships which are dependent on the material physical

properties such as density, pressure, thermal conductivity, and specific heat

capacity. For solids, the mechanism for energy interchange is usually conduc-

tion only, however, energy transport in a moving fluid is due to both con-

duction and convection. Convective transport also occurs in a special class

2For example, in the case of nonisothermal tubular reactor models, the genera-
tion/consumption terms are typically nonlinearly dependent on the concentration of other
chemical species, kinetics of reaction, and on the temperature of the system.
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of PDE defined on time-dependent spatial domains. In the latter case, the

convective heat transfer is due to the thermal interaction between a surface

and an adjacent moving fluid. The function B(⇠, t)u(t) in Eq.1.2.2 can be seen

as a heat source or sink within the domain ⌦, which can manipulated by a

controller input u(t) to a↵ect the temperature distribution of the system. This

type of system is representative of the class of distributed control problems for

parabolic PDEs.

On the other hand, in order for the problem to be properly stated, one must

impose additional restrictions on the system in the form of initial conditions,

given by the initial temperature distribution z(⇠, 0), and also the boundary

conditions, which describe the what happens on the boundary of the domain

@⌦. Boundary conditions referred to as mixed or Robin boundary conditions

for heat transport systems are given by:

K
0

@z

@n
+ hz = b

ctr

(⇠)u(t) (1.2.4)

where n is the unit outward normal vector to @⌦. The parameters specified for

the boundary conditions in this are are the thermal conductivity of the material

K
0

, and the convective heat transfer coe�cient h. The control function b
ctr

(⇠)

describes the region of @⌦ over which the input u(t) is applied to the boundary.

In the absence of convective heat transfer (hz = 0) the boundary conditions

are referred to as zero-flux (Neumann) boundary conditions. In the context of

PDE control problems with B(⇠, t) = 0, the Eqs.1.2.2-1.2.4 is representative

of the class of boundary control problems for parabolic PDEs.
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1.2.1 Examples

The following examples illustrate two types of chemical and heat transport

systems described by parabolic PDEs in the form of Eqs.1.2.2-1.2.4.

Example 1: Tubular Reactor model

Consider the PDE model for a chemical reaction:

c
A

! b
stoic

c
B

(1.2.5)

where b
stoic

is the stoichiometric reaction coe�cient. The non steady state con-

centration profiles of the reactant c
A

and product c
B

are given by z
A

(r, ⇠, t) and

z
B

(r, ⇠, t) respectively. The isothermal tubular reactor is depicted in Fig.1.1

where ⌦ = [0, r]⇥ [0, L] is axisymmetric, 0  r  R and 0  ⇠  L.

The system requires solving the equations corresponding to the mass bal-

ance for the species concentration and a set of momentum balance equations

for the fluid motion, which can be simplified under the following assump-

tions: (i) the di↵usion coe�cients are directionally independent and constant,

d
ij

= D
c

for i = j and d
ij

= 0 for i 6= j; (ii) the convective transport is only due

r

⇠

Dc
@zA
@⇠

� v⇠zA

�

�

�

�

⇠=0

= �v⇠zA,in

Dc
@zB
@⇠

� v⇠zB

�

�

�

�

⇠=0

= 0

@zA
@⇠

�

�

�

�

⇠=L

= 0

@zB
@⇠

�

�

�

�

⇠=L

= 0

Tc

Tc

v⇠

zA, zB

Figure 1.1: Tubular reactor system example
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to the constant fluid superficial velocity, v
⇠

, so that the radial velocity profile

is constant; (iii) the reaction kinetics are first order and depend only on z
A

,

such that the reaction rate model is given by k
rxn

z
A

, where k
rxn

is the kinetic

reaction rate constant (i.e. the species A is consumed such that g
A

= �k
rxn

z
A

and the species B is generated with g
B

= b
stoic

k
rxn

z
A

); and (iv) the fluid

motion is relatively slow such that the density is taken as constant.

Under these assumptions, the coupled system of PDEs for the concentra-

tions of species c
A

and c
B

is given as:

@z
A

@t
= D

c

✓

1

r

@

@r

✓

r
@z

A

@r

◆

+
@2z

A

@⇠2

◆

� v
⇠

@z
A

@⇠
� k

rxn

z
A

@z
B

@t
= D

c

✓

1

r

@

@r

✓

r
@z

B

@r

◆

+
@2z

B

@⇠2

◆

� v
⇠

@z
B

@⇠
+ b

stoic

k
rxn

z
A

(1.2.6)

The reactor outlet (⇠ = L), the reactor wall (r = R) and the reactor centre

(r = 0) are specified as having zero flux boundary conditions. The boundary

conditions for z
A

and z
B

at the reactor inlet (⇠ = 0) are given by:

D
c

@z
A

@⇠
� v

⇠

z
A

= �v
⇠

z
A,in

, D
c

@z
B

@⇠
� v

⇠

z
B

= 0 (1.2.7)

where z
A,in

is the concentration of the reactant influent which can be utilized

as an input to the system, i.e. u(t) = �v
⇠

z
A,in

. In some processes which are

convection-dominated, the di↵usion terms in Eq.1.2.6 are neglected, and the

equations are reduced to a system of first order hyperbolic PDEs [23, 24].

Example 2: Annealing process

Consider the annealing process depicted in Fig.1.2 in which a thin solid slab

is being lowered into a fluid medium by a mechanical pulling arm. The slab
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length above the fluid medium surface changes in time and the one-dimensional

model for the temperature dynamics in this time-varying region ⌦
t

= [0, l(t)]

with moving boundary @⌦
t

are described by the parabolic PDE model given

by:
@z

@t
= 

@2z

@⇠2
� v

⇠

(t)
@z

@⇠
(1.2.8)

with  = D
c

/(⇢C
p

) where ⇢ is the mass density, and C
p

is the specific heat

capacity. The boundary input u(t) is applied by the heater attached to the

pulling arm. One can notice that the temperature dynamics are influenced

by the change in the material domain which is manifested in the convective

transport term v
⇠

(t)@z/@⇠ associated with the boundary velocity v
⇠

(t) which

in turn is determined by the rate at which the slab is lowered into the melt by

the pulling arm. In addition to being a thermal boundary control problem, this

type of system is also representative of a large number and variety of moving

boundary problems where the PDE system is defined on a time-varying spatial

domain.

Fluid medium

⇠ = l(t)

⇠ = 0

Slab domain

Heater

Pulling arm

z(⇠, t)

v
⇠

(t)

@z

@⇠
(0, t) = u(t)

D
c

@z

@⇠
(l(t), t)� v

⇠

(t)z(l(t), t) = 0

Figure 1.2: Annealing process diagram



1.2. PDE process models and control systems 13

1.2.2 Infinite-dimensional system representation

There are many excellent works on infinite-dimensional systems theory which

utilize the methodologies and tools of linear functional analysis as a powerful

means in the analysis of PDE dynamics and the properties of solutions [25,

26, 1, 27, 28, 14, 29, 22, 21]. The general idea behind this approach is the

representation of the PDE initial and boundary value problem as an abstract

evolution system on some Banach or Hilbert space. One can think of this

type of representation analogous to the representation of an ODE on a finite-

dimensional vector space, except that the state evolution is determined by the

PDE spatial operator on an infinite-dimensional state-space Z which consists

of a certain class of functions, rather than vectors in a finite-dimensional state

vector space. The initial and boundary value problem given by the general

parabolic PDE in Eq.1.2.2-1.2.4 with distributed input can be represented as

the nonautonomous and nonhomogeneous initial value problem:

dz(t)

dt
= A(t)z(t) + B(t)u(t) + g(t), z(0) = z

0

(1.2.9)

The state in Eq.1.2.9 is defined as z(t) := [z(⇠)](t) and the linear operator A(t)

is related to the PDE spatial operator where A(t) := [A(⇠)](t). This operator

is defined along with a domainD(A(t)) which consists of a class of functions for

which A(t) is associated and also those functions which satisfy the boundary

conditions of the PDE. Typically the domain of the operator is a subset of

the state space such that A(t) maps elements from the domain D(A(t)) to the

state space Z. Similar to the idea in finite-dimensional systems theory, the

input operator B(t) takes the functions from the space of inputs U to the state

space Z. The initial value problem in Eq.1.2.9 is nonhomogeneous due to the

presence of the function g(t) which represents the evolution of the non-state
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related generation term on the state space. In the absence of this generation

term, the state evolution is determined simply from the homogeneous version

of the initial value problem in Eq.1.2.9. The output measurements y(t) of

the system in Eq.1.2.9 are given by y(t) = C(t)z(t), where C(t) is the output

operator which takes functions from Z to the space of outputs Y .

The system in Eq.1.2.9 is nonautonomous, where the time-dependence of

the operators A(t) and B(t) are due to the time-dependence of the PDE co-

e�cients in the Eq.1.2.2. This type of problem is representative of a class of

nonautonomous infinite-dimensional system which is a generalization of au-

tonomous (time-invariant) infinite-dimensional systems theory. In some cases,

the time-dependence of the operator A(t) can often be viewed as a pertur-

bation of some autonomous operator, i.e. A(t) = A + P (t) where A is the

autonomous operator and P (t) is the perturbation [30]. However, there are

many works which deal with theoretical consideration of the complete nonau-

tonomous system [31, 28, 29], including those dedicated to the related control

problem [32, 14, 33, 34]. Abstract results on the existence and uniqueness of

solutions to control problems for parabolic PDEs where the input is specified

at the boundary as in Eq.1.2.4 have also been rigorously developed in several

studies, including some optimal boundary control problems [35, 36, 37]. Other

works have considered the boundary control problem utilizing transformations

of the PDE system itself [7], and also through the use of state transformations

[38, 39, 40]. In the cases where the operators are autonomous, the solution

of the initial value problems are provided through semigroup theory in which

a (one-parameter) semigroup governs the temporal state evolution from the

initial state z(0) to the state z(t) at some future time. However, in the cases

where the operators are nonautonomous, the solutions are provided in terms

of two-parameter semigroups which govern the state evolution.
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1.3 Thesis motivation

The use of PDEs as models for many important industrial processes has gained

more attention in recent years, and this is due in part to the increasing neces-

sity for precise descriptions of process variables with complex temporal and

spatially dependent system dynamics which is generally unattainable by the

use of lumped parameter models. Often, the process variables of interest are

also a↵ected by time and/or spatially varying features of the system which are

manifested as time and/or spatially varying coe�cients of the PDE models.

These features arise from the underlying physical characteristics of the process,

chemical reactions, or the methods utilized in the formation and treatment of

materials which may result in phase transitions, deformations or a combination

of these behaviours in processes such as crystal growth, metal casting, solid-

gas reaction systems, and other diverse problems arising in fluid mechanics,

and biological systems.

The objective of this research work is the development and the application

of optimal control methods for thermal transport-reaction systems modelled by

parabolic PDEs within the infinite-dimensional systems theory framework. A

systematic treatment within this framework is provided for two general classes

of control problems:

1. Optimal boundary control of unstable parabolic PDEs with nonautonomous

and nonhomogeneous infinite-dimensional system representation;

2. Optimal distributed and boundary control of parabolic PDEs on time-

varying spatial domains with nonautonomous infinite-dimensional sys-

tem representation;
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The investigation, development and implementation of the model based

control methodology is presented within the context of a specific pair of phys-

ically relevant and illustrative processes: (i) the lithium-ion battery thermal

regulation problem; (ii) the crystal temperature stabilization problem in the

Czochralski crystal growth.

1.3.1 Thermal regulation of lithium-ion batteries

Lithium-ion (Li-ion) batteries are among the most critical components in many

di↵erent modern industrial systems including consumer electronics and in

larger scale commercial applications, such as electric vehicles (EVs) and hybrid

electric vehicles (HEVs). One of the key issues in the application of the bat-

tery technology as electrochemical energy storage devices for high-performance

electronics, HEVs, and EVs, is battery thermal management. Li-ion batteries

generate a significant amount of heat at high-discharge rates which is a major

problem since excessive heat and uneven temperature distributions prolonged

over can have several severe consequences, including those associated with the

well-known dangers of thermal runaway [41, 42].

The use of PDE models of Li-ion battery thermal dynamics is advantageous

because they capture the distributed nature of the battery temperature evolu-

tion, rather than the non distributed dynamics provided by lumped parameter

models, and yields a more complete picture of the physical system. A large

amount of literature is dedicated to the thermal analysis of Li-ion batteries

which employ experimental and computation techniques to model the com-

plex electrochemical reactions responsible for heat generation under a variety

of operating conditions [43, 44, 45]. Other works have discussed the various ap-

proaches in the thermal management of Li-ion batteries [46, 47]. Both passive
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and active temperature control strategies have been proposed utilizing com-

binations of air and fluids as the means of heating/cooling, and also the use

of phase change materials (PCMs) which act as heat sinks within the devices.

However, there are only a few works scattered throughout the literature which

deal with model based control design for the Li-ion battery thermal regulation

problem, and to the authors knowledge, none which consider the problem in

the context of infinite-dimensional systems theory.

PDE model based control design has the potential of providing new meth-

ods and insights into the Li-ion battery thermal regulation problem, and also

to greatly improve existing control schemes. However, there are several key

issues which arise from each of the system design engineering perspective,

and the mathematical control perspective. From the former perspective, the

battery system setup plays a significant role in determining the feasibility of

heating/cooling implementations which must be accounted for in terms of both

actuator and sensor placement. From the mathematical control perspective,

one needs to consider each of the physical design restrictions which must be

incorporated into the mathematical model of the system, while developing

an appropriate feedback control strategy to handle the unstable dynamical

behaviour of the system.

1.3.2 Czochralski crystal temperature stabilization

The Czochralski (CZ) crystal growth process is a method of crystal growth

in which large boules of single crystals, typically Si, GaAs, InP, and CdTe,

are formed by drawing a seed crystal from a pool of melt using a mechanical

pulling arm in a thermal environment. The grown crystals are subsequently

processed into wafers which form the basis of the vast majority of integrated
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circuits in the microelectronics industry, and also in the solar cell industry.

The overall crystal quality is a↵ected by the rate of growth and variations

in the thermal fields of the processing environment [48, 49, 50, 51]. While

there are many studies which deal with the e↵ect of the pulling rate on the

crystal growth [52, 53, 54], much less attention has been given to developing

control methods to stabilize the crystal temperature during the crystal growth

process.

The most predominant feature about the CZ crystal temperature stabi-

lization problem is that the transport phenomena of the crystal temperature

is described by a parabolic PDE which is defined on time-varying spatial do-

main, and represents a special class of nonautonomous problem. In these

types of processes, the system is inherently nonautonomous even if the PDE

coe�cients are constant, due to the change of the underlying spatial domain.

On the other hand, the formulation of the process model from first-principles

balance equations and continuum mechanics yields PDE models characterized

by the presence of a convective transport term associated with the domain

boundary motion [55, 56]. There are many peculiar and interesting aspects

which arise from the fact that the spatial domain itself changes over time, and

these initial and boundary value problems are sometimes referred to as being

defined on non-cylindrical domains, i.e. the space-time domains form a non-

cylindrical set. Numerous authors have studied these types of problems from

a variety of approaches to ascertain results on existence and uniqueness of so-

lutions and to analyze the dynamical behaviour of the system under di↵erent

assumptions regarding the motion of the boundaries. Some recent results can

be found in [57, 58, 59, 60, 61, 62, 63, 64, 65]. However, only a limited number

of works have considered control problems for PDEs on time-varying spatial

domains using robust control methods [66, 67], stabilization of the boundary
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motion by manipulation of the temperature field [68], and control problems

related to the two-phase Stefan problem [69]. A similar system to the anneal-

ing process depicted in Fig.1.2 is considered in [70, 71], where the motion of

the mechanical pulling arm is utilized to optimally stabilize the temperature

in the time-varying spatial domain. Analogously, the dynamics of the pulling

arm are also coupled with the dynamics of the crystal temperature in the

CZ crystal growth process. The influence of the mechanical subsystem which

draws the crystal from the melt appears as the boundary velocity coe�cient

associated with a convective transport term in the PDE model of the crystal

temperature. However, rather than controlling the temperature utilizing the

pulling arm motion, one can consider the optimal control problem by input

actuation along the crystal boundary.

There are very few results on the optimal distributed or boundary control

of parabolic PDEs on time-varying spatial domains within the context of in-

finite dimensional systems control theory. One of the primary challenges in

considering the control problem within this framework is overcoming the spa-

tial domain motion which a↵ects the underlying function space setting utilized

to represent the PDE system as an abstract evolution system. There are two

general approaches in dealing with this issue: First, one can consider a change

of variable technique which essentially maps the system back to a cylindrical

space-time domain [72]. Using this transformed system, the control problem

can then be considered taking care that one is able to map the solution forward

to the appropriate space-time domain. The second technique does not employ

a change of variables, but rather appeals to the idea of nested spatial domains

in which there exists a set which contains all of the time-varying sets (spatial

domains), and forms a cylindrical space-time domain [34]. In this way, one

is able to represent the evolution system on a family of time-varying function
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spaces which are embedded into a static family of appropriately defined func-

tion spaces [27]. While rather abstract in nature, these notions are required to

formally pose the CZ crystal temperature stabilization problem and to utilize

the optimal control theory provided within the infinite-dimensional systems

framework.

1.4 Thesis scope and contributions

The focus of this thesis is the feedback control of a class of reaction-di↵usion

process in the context of a Li-ion battery temperature regulation problem, and

the feedback control of a class of convection-di↵usion process in the context of

the CZ crystal temperature stabilization problem. The models of the transport

phenomena are given by a parabolic PDEs, and in the latter case of the CZ

crystal stabilization problem, is defined on a time-varying spatial domain. The

classes of problems considered are characterized by a variety of distinguishing

features while the methodologies developed in this thesis are applicable to a

broad number of di↵erent processes. In each case considered, the optimal con-

trol problems are addressed within the infinite-dimensional systems theoretic

framework, and together with the development, formulation, and numerical

realization, are explored within the following chapters.

Chapter 2 deals with the Li-ion battery thermal regulation problem with

boundary control actuation. The model of the transient temperature dy-

namics of the battery is given by a non-homogeneous parabolic PDE on a

2-dimensional spatial domain which accounts for the time-varying heat gen-

eration during the battery discharge cycle. The spatial domain is given as a

disk with radial and angular coordinates which captures the non-radially sym-

metric heat transfer phenomena due to the application of the control input
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along a portion of the spatial domain boundary. The Li-ion battery model is

formulated within an appropriately defined infinite-dimensional function space

setting which is suitable for spectral controller synthesis. The key challenges

in the output feedback model based controller design addressed in this work

are: the dependence of the state on time-varying system parameters, the re-

striction of the input along a portion of the battery domain boundary, the

observer based optimal boundary control design where the separation prin-

ciple is utilized to demonstrate the stability of the closed loop system, and

the realization of the outback feedback control problem based on state mea-

surement and interpolation of the temperature field. Numerical results for

simulation case studies are presented.

Chapters 3-5 deal with the control of a class of parabolic PDEs on time-

varying spatial domains within the context of the CZ crystal temperature

stabilization problem. The class of PDEs is characterized by the presence of a

time-dependent convective-transport term which is associated with the time-

evolution of the spatial domain boundary. Chapter 3 provides an introduction

and details on both the model formulation for PDEs defined on time-varying

spatial domains from the first principles continuum mechanics, and also the

concept of nested spatial domains which provide the basis for the definition

of an appropriate function space setting in which the control problems can

be considered within the infinite-dimensional systems framework. The opti-

mal distributed control problem is considered for the PDE model posed on

a 1-dimensional time-varying spatial domain and the numerical realization is

provided. Chapter 4 considers the boundary control problem where the PDE

model of the CZ crystal temperature is posed on a 2-dimensional time-varying
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spatial domain in cylindrical coordinates. The dynamics of the domain bound-

ary evolution, which is determined by the mechanical subsystem pulling the

crystal from the melt, are described an ordinary di↵erential equation and are

unidirectionally coupled to the convection-di↵usion process described by the

PDE system. The optimal control problem setup for the PDE coupled with the

finite-dimensional subsystem is presented, and numerical results demonstrate

the stabilization of the two-dimensional crystal temperature distribution in the

time-varying spatial domain. Chapter 5 also considers the boundary control of

the CZ crystal temperature where the PDE model is posed on a 2-dimensional

time-varying spatial domain. In this case, an exact transformation is devel-

oped for the infinite-dimensional boundary control system representation and

the LQR optimal control synthesis. Numerical results demonstrate optimal

stabilization of the two-dimensional temperature distribution in the crystal.
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Chapter 2

Boundary control synthesis for
a lithium-ion battery thermal
regulation problem

The material presented in this chapter has been accepted in whole as the fol-

lowing:

[1] J. Ng and S. Dubljevic, “Boundary control synthesis for a lithium-ion

battery thermal regulation problem,” AIChE Journal, 2013

2.1 Introduction

The development of Lithium-ion (Li-ion) battery technology is one of the most

important fields in the emerging global market for advanced energy storage de-

vices, and there continues to be an intensive research e↵ort within this area

to meet the current and future demands of consumers and industry which

utilize this technology. Presently, Li-ion battery technology has been widely
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adopted for use in personal electronics, and is also the most promising can-

didate for use in electric vehicles (EVs) and hybrid electric vehicles (HEVs),

because of their advantageous characteristics in terms of energy density, capac-

ity, voltage, charge retention, low self-discharge rate, and stability, compared

to other rechargeable types such as lead-acid, nickel-metal hydride, or zinc-

halogen batteries [2]. One of the key issues in the application of the technology

to high-performance electronic devices, HEVs, and EVs, is battery thermal

management. At high-discharge rates, Li-ion batteries generate a significant

amount of heat which can detrimentally a↵ect the overall performance of the

devices. Excessive heat and uneven temperature distributions prolonged over

time can cause damage to the battery resulting in decreases in capacity, charge

retention, battery lifespan, and physical deformations of the battery itself. Un-

der more extreme conditions, the battery can undergo thermal runaway, which

may result in the rupture of the battery casing, explosion, and ignition of the

flammable electrolytes [3, 4].

There is a large amount of literature focused on the thermal analysis of

Li-ion batteries which employ experimental and computation techniques to

model the complex electrochemical reactions responsible for heat generation

under a variety of operating conditions [5, 6, 7]. In conjunction with these

studies, there are complementary works discussing various approaches in the

thermal management of Li-ion batteries [2, 8]. The primary means of temper-

ature regulation are typically through exclusive and combinations of passive

and active control strategies each involving air for heating/cooling, liquid for

heating/cooling, and also the use of phase change materials (PCMs). The im-

plementation of any of the aforementioned control methods are dependent on

a number of factors including the battery system setup (e.g. single cell, bat-

tery pack, shape, etc.) which a↵ects the feasibility of heating/cooling system
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design. In all cases, model based control design has the potential of enhancing

these existing methodologies by improving controller performance.

Control design based on lumped-parameter models of systems has been

widely adopted in industry and successfully applied to many chemical and

materials engineering processes. On the other hand, control design methods

based on PDE models, while less popular, are advantageous for processes such

as the regulation of the temperature distribution in Li-ion batteries in which

the distribution of the state is a critical factor. There are several approaches

to the PDE model based control design such as modal analysis and early lump-

ing methods [9], proper orthogonal decomposition [10], backstepping methods

[11, 12], and other methods including the use of infinite-dimensional systems

theory [13, 14, 15, 16, 17]. While each di↵er in the abstract representation of

the physical system, all of the approaches face similar challenges in terms of

fundamental control concepts such as stabilization, optimality, state measure-

ment and observer design. These mathematical issues must be reconciled with

practical considerations such as the placement of actuators and sensors, de-

spite the added complexity even in considering simplified linear PDEs models

in higher spatial dimensions.

In this work, we focus on the model based control design for a Lithium-ion

battery thermal regulation problem. The dynamics of the battery tempera-

ture distribution are modelled by a linear non-homogeneous parabolic PDE

on a 2-dimensional spatial domain given as a disk region with radial and

angular coordinates. We consider the case in which controller action is re-

stricted to a portion of the boundary which reflects more realistic thermal

management system design considerations where physical limitations prohibit

the placement of internal actuators in the battery cell itself, or along the en-

tire boundary. The non-radially symmetric temperature distribution due to
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the application of the control input along a portion of the spatial domain

boundary also provides a clearer picture of the heat transfer phenomena for

the thermal regulation problem. The approach to the controller design is

based on the infinite-dimensional system representation of the PDE boundary

control problem [18, 19, 16, 20, 21]. There are several key challenges in this

context with regards to the model and system setup considered in this work.

First, time-varying state (temperature) dependent and state independent heat

generation terms, due to the underlying exothermic electrochemical reactions,

are present in the model and are sources of instability which must be properly

regulated by the controller. Second, the restriction of the input to a portion of

the boundary represents a boundary control problem and requires the refor-

mulation of the system for the purpose of controller design. The third primary

challenge is the state measurement problem. In practice, the temperature dis-

tribution of the whole system is not directly known and must be estimated

by measurements taken at the boundary of the system, and/or measurements

by sensors located at points within the domain from which the temperature

field can then be approximated. We provide the observer based control for-

mulation for the boundary control problem and demonstrate that the stability

of the closed loop system is achieved by the optimal design of the controller

and observer gain operators using the separation principle for the boundary

control system. As an alternative approach, we also provide the output feed-

back control design based on the combined use of static measurements and

interpolation of the temperature field which provides a robust and physically

realizable pragmatic method for the realization of the Li-ion battery thermal

regulation boundary control problem.

This chapter is organized as follows: Section 2.2 provides an overview of

the PDE model of the battery temperature dynamics. Section 2.3 deals with
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the infinite-dimensional system representation of the boundary control prob-

lem which yields a suitable form for the state estimation and output feedback

controller design in Section 2.4. The Section 2.5 provides numerical simulation

results for a set of case studies carried out to compare the controller formula-

tion under di↵erent tuning parameters and the overall behaviour of the closed

loop feedback system.

2.2 Model description

Li-ion batteries consist of three primary active components: a carbon anode,

a metal oxide cathode, and a lithium salt in an organic solvent which serves

as the electrolyte, and a nonactive current collection component. The an-

ode and the cathode are separated by a thin sheet of micro-perforated plastic

which prevents contact between the positive and negative electrodes while al-

lowing ions to pass through. During the charging of the battery, lithium ions

move from the cathode to the anode, and vise versa during the discharging

of the battery, electrons travel through an external circuit which produces

an electrical current through the collection layer, and heat within the bat-

tery enclosure is generated by the combination of this flow of electrons along

with entropy changes of each of the reactive species. The electrochemical re-

actions during the charging and discharging of the battery are described by

a set of half-reactions which occur at the cathode and anode. For a Li-ion

battery which uses lithium-nickel-manganese-cobalt-oxide (LiNiMn
2

CoO
2

) as

the cathode material, the cathode half reaction is:

Li
0.5

CoO
2

+ xLi+ + xe�
discharge⌦
charge

Li
0.5+x

CoO
2
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The anode half reaction is:

LiC
6

discharge⌦
charge

Li
1�2x

C
6

+ 2xLi+ + 2xe�

The overall reaction is given by:

2Li
0.5

CoO
2

+ LiC
6

discharge⌦
charge

2Li
0.5+x

CoO
2

+ Li
1�2x

C
6

The entropy changes of each of LiNiMnCoO
2

, LiC
6

, and LiCoO
2

have

been experimentally determined as functions of the battery cell state of charge

(SOC), and the current i, and are dependent on time according to the known

battery rate of discharge [22, 23, 24]. The SOC refers to the chemical oxi-

dation state of the active materials in the battery system which is measured

as a fraction of the maximum capacity. The SOC decreases as the battery is

discharged, and increases during charging. The rate of discharge relative to

the maximum capacity is measured in terms of the C-rate. During thermal

testing, batteries are discharged at various C-rates, and the surface tempera-

tures are measured to determine the entropy changes, S
�

(t), in terms of the

SOC with respect to the rate at which the battery is discharged.1 The model

of the battery temperature dynamics in this section are given in [25] and refer-

ences therein. In particular, S
�

(t) is obtained from experimental studies, cited

in that paper, of the particular battery system at a specified discharge rate

which provide a priori knowledge of the time-dependent heat generation terms

of the PDE model such that no online estimation of the associated entropy

changes are required in the controller design considered in this work. On the

1For example, a 1C rate implies that the chosen discharge current will deplete the battery
charge in 1 hour. A battery with a 100 Amp-hr capacity rating is discharged at a current
of 100 Amps (i.e. at a 1C discharge rate), such that the SOC at the 30 minute mark is 0.5.
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other hand, online estimates of the rate of heat release can easily be combined

with the approach taken in this current chapter. The model and subsequent

controller design are also appropriate for use in describing the temperature

dynamics during discharge-recharge cycling by extension of the experimental

results to provide S
�

(t) for the battery discharge-recharge cycle. However,

this current chapter will only focus on the thermal regulation problem for the

discharge part of the cycle.

The energy balance model for the transient temperature Z(⇠, t) in a spatial

region ⌦ 2 RN with points ⇠, and boundary @⌦, is described by the parabolic

PDE [25]:

⇢C
p

@Z

@t
= r · (K

0

rZ) + Q̇(Z, ⇠, t), for ⇠ 2 ⌦, t 2 (0, T ]

�K
0

@Z

@n
= h(Z � Z

a

), for ⇠ 2 @⌦, t 2 (0, T ]

(2.2.1)

where r is the gradient operator. The index T denotes the time at which the

battery is depleted (SOC = 0). The heat generation term Q̇ is given by:

Q̇ =
i2

�
con

� ZS
�

(t)
i

n
R

F
c

, for S
�

(t) =
X

k

S
�,k

(t) (2.2.2)

where S
�,k

(t) is the entropy change for the kth species shown in the Fig.2.1

[25].
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Figure 2.1: Entropy changes for 2.1(a) LiCoO
2

, LiC
6

, LiNiMn
2

CoO
2

, and the
total entropy change S

�

, as functions of the state of charge (SOC) [25].

It will be convenient to work with the dimensionless form of the problem

for the remainder of this work. Normalization with t̃ = t/|⇠|2, ⇠̃ = ⇠/|⇠|,

z(⇠, t) = (Z � Z
a

)/Z
a

, and dropping the tildes yields the dimensionless form

of the PDE:

@z

@t
= r2z + g(t)z + q(t) for ⇠ 2 ⌦, t 2 (0, T ]

��rz = z for ⇠ 2 @⌦, t 2 (0, T ]
(2.2.3)

where  = K
0

/⇢C
p

, g(t) = �S
�

(t)iV Z2

a

/n
R

F
c

K
0

, q(t) = Z
a

V i2/K
0

�
con

� S
�

(t)Z2

a

V i/n
R

F
c

K
0

, and � = K
0

/hZ2

a

.
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Li-ion battery units are manufactured in a variety of configurations with

various geometries including rectangular parallel-piped and cylindrical forms.

Batteries with cylindrical geometry are constructed with thin layers of the

cathode, separator, current collector, and anode, which are spirally-wound

and inserted into a cylindrical can. The battery geometry considered for the

remainder of this work is the unit disk depicted in Fig.2.2 where ⇠ = (r, ✓),

0  r  1, �⇡  ✓  ⇡, and ⌦ := (0, 1) ⇥ (�⇡, ⇡) where the spirally wound

layers make up the homogeneous disk region. The physical properties of the

battery are taken according to the proportion of each component present in

the battery, see Table 2.4. Although the disk itself is taken to be radially

symmetric, we do not assume the temperature distribution of the disk to be

radially symmetric. The PDE system is then given by:

@z

@t
= A(r, ✓, t)z + q(t), (r, ✓) 2 ⌦, t 2 (0, T ]

z(r, ✓, 0) = z
0

(r, ✓), (r, ✓) 2 ⌦, t = 0
(2.2.4)

where z
0

is the initial condition and the 2-D spatial operator A(r, ✓, t) is defined

as:

A(r, ✓, t) =
1

r

@

@r

✓

r
@

@r

◆

+
1

r2
@2

@✓2
+ g(t) (2.2.5)

The boundary conditions are given by:

z(r,�⇡, t) = z(r, ⇡, t), 0 < r < 1, t 2 (0, T ]

@z

@✓
(r,�⇡, ✓) =

@z

@✓
(r, ⇡, t), 0 < r < 1, t 2 (0, T ]

@z

@r
(0, ✓, t) = 0, �⇡ < ✓ < ⇡, t 2 (0, T ]

�
@z

@r
(1, ✓, t) + z(1, ✓, t) = b

ctr

(✓)u(t), �⇡ < ✓ < ⇡, t 2 (0, T ]

(2.2.6)
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where z(r, ✓, t) is bounded at the origin r = 0, i.e. |z(0, ✓, t)| < 1. As

previously mentioned, in many applications, physical limitations may prohibit

the input from being applied to the entire domain boundary. To reflect this

restriction, we consider the case in which the input is applied at r = 1 over a

region of the boundary ✏ 2 (�⇡, ⇡) and centred at ✓
ctr

such that:

b
ctr

(✓)u(t) =

8

>

<

>

:

u(t) for ✓ 2 [✓
ctr

� ✏/2, ✓
ctr

+ ✏/2]

0 for ✓ /2 [✓
ctr

� ✏/2, ✓
ctr

+ ✏/2]

(2.2.7)

In this form, the function b
ctr

(✓) = H(✓�(✓
ctr

�✏/2))�H(✓�(✓
ctr

+✏/2)), where

H(✓) is the heaviside step function, and has discontinuities at ✓ = ✓
ctr

� ✏/2

and ✓ = ✓
ctr

+ ✏/2. In practice, it is usually not possible for the input to

be uniformly applied over the interval. Also dH(✓)/d✓ = �(✓) where �(✓)

is the delta function is not di↵erentiable which introduces some mathematical

technicalities. In particular, the formulation of the control problem will require

a continuous second order derivative of b(✓). A more realistic assumption which

remedies both the practical and technical issues which is utilized in this work

is where b
ctr

(✓)u(t) is given by:

b
ctr

(✓)u(t) =

8

>

<

>

:

b̂
ctr

(✓)u(t) for ✓ 2 [✓
ctr

� ✏/2, ✓
ctr

+ ✏/2]

0 for ✓ /2 [✓
ctr

� ✏/2, ✓
ctr

+ ✏/2]

(2.2.8)

where:

b̂
ctr

(✓) =
1

1 + e�2K1(✓�✓ctr+✏/2)

� 1

1 + e�2K1(✓�✓ctr�✏/2)

(2.2.9)

The functions in Eq.2.2.8 approximating the heaviside functions are referred to

as logistic functions where the parameter K
1

a↵ects how steeply the function

increases and decreases, and have continuous second order derivatives. One
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can view b
ctr

(✓) as a type of shaping function which determines the range and

“shape” by which the input is applied on the boundary.

✓c

1

bctr(✓)u(t)

✓c � ✏/2✓c + ✏/2

0⇡

⌦

@⌦

Figure 2.2: Battery system schematic with boundary actuation.

2.3 Boundary control and infinite-dimensional

system representation

The PDE system in Eqs.2.2.4-2.2.6 represents a boundary control problem

where the input appears as an inhomogeneous term in the boundary condition.

In this section, the problem is reformulated by means of a state transformation

such that the resulting system has homogeneous boundary conditions. The

corresponding infinite-dimensional system representation of the problem as an

abstract evolution system on a Hilbert space is then provided. Consider the

transformation by defining the new variable:

v(r, ✓, t) = z � b(r, ✓)u(t), where b(r, ✓) = b
ctr

(✓)
r2

2� + 1
(2.3.1)
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such that b(r, ✓)u(t) satisfies the radial boundary conditions. The initial and

boundary control problem in Eqs.2.2.4-2.2.6 is transformed to the PDE system

in terms of v with homogeneous boundary conditions:

@v

@t
= A(r, ✓, t)v � b(r, ✓)u̇(t) + A(r, ✓, t)b(r, ✓)u(t) + q(t)

v(r, ✓, 0) = v
0

(r, ✓)

v(r,�⇡, t) = v(r, ⇡, t),
@v

@✓
(r,�⇡, t) = @v

@✓
(r, ⇡, t)

@v

@r
(0, ✓) = 0, �

@v

@r
(1, ✓) + v(1, ✓) = 0

(2.3.2)

where the operator A(r, ✓, t) is given in Eq.2.2.5 and:

A(r, ✓, t)b(r, ✓)u(t) =
b
ctr

(✓)

2� + 1
(4 + µ(✓) + r2g(t))u(t),

with

µ(✓) = b�1

ctr

(✓)
d2b

ctr

d✓2

(2.3.3)

One can note that for ✓ /2 [✓
ctr

� ✏/2, ✓
ctr

+ ✏/2], the function determining

boundary region on which the input is applied becomes b
ctr

(✓) = 0, so that

v(r, ✓, t) = z(r, ✓, t), which corresponds to the PDE system in Eqs.2.2.4-2.2.6.

The Fourier-Bessel expansion of the initial data v
0

(r, ✓) is given in terms

of the double set of eigenfunctions �(1)

mn

and �(2)

mn

of A(r, ✓, t) where:

v(r, ✓, 0) =
1
X

m=0,n=1

(A
mn

�(1)

mn

+B
mn

�(2)

mn

) = v
0

(r, ✓) (2.3.4)

The eigenfunctions obtained from the nontrivial eigenvalue problem forA(r, ✓, t)
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are expressed as the combination of Bessel functions and trigonometric func-

tions where J
m

(↵
m,n

r), m = 0, 1, 2, . . . , n = 1, 2, . . . are Bessel functions of

the first kind of order m, where �(1)

mn

and �(2)

mn

are given by:

�(1)

mn

=

r

2

⇡

J
m

(↵
m,n

r)

|J
m+1

(↵
m,n

)| cos(m✓)

�(2)

mn

=

r

2

⇡

J
m

(↵
m,n

r)

|J
m+1

(↵
m,n

)| sin(m✓)

(2.3.5)

The zeros the the Bessel functions denoted by ↵
m,n

determined from the tran-

scendental equation:

�

2
(J

m�1

(↵
m,n

)� J
m+1

(↵
m,n

)) + J
m

(↵
m,n

) = 0 (2.3.6)

The coe�cients A
mn

and B
mn

are determined using orthogonality relations

with:

A
mn

=

r

2

⇡

1

|J
m+1

(↵
m,n

)|

Z

⌦

v
0

(r, ✓)J
m

(↵
m,n

r)r cos(m✓)d✓dr = hv
0

, (1)

mn

i

B
mn

=

r

2

⇡

1

|J
m+1

(↵
m,n

)|

Z

⌦

v
0

(r, ✓)J
m

(↵
m,n

r)r sin(m✓)d✓dr = hv
0

, (2)

mn

i

(2.3.7)

The adjoints  (i)

mn

, i = 1, 2 are orthonormal to the respective �(i)

mn

, i = 1, 2 in

the Eq.2.3.5, i.e: for m, k � 0 and n, l � 1

h�(i)

mn

, 
(i)

kl

i = �
mk

�
nl

(2.3.8)

The zeros of the Bessel function ↵
m,n

> 0 for m = 0, n � 1 are simple and cor-

respond to radially symmetric eigenfunctions, while ↵
m,n

> 0 for m � 1, n � 1
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form a double set and correspond to a double of linearly independent eigenfunc-

tions with dependence on the angular variable. Together, the eigenfunctions

�
(i)

mn

and  (i)

mn

form an orthonormal basis of the Hilbert space L2(⌦) on which

any z(r, ✓, t) 2 L2(⌦) can be represented by an infinite Fourier-Bessel series

expansion.

2.3.1 Infinite-dimensional system representation

The thermal regulation problem, specifically the PDE model of the battery

temperature dynamics, can be represented as an abstract initial value prob-

lem on an infinite-dimensional state space of functions which is analogous to

the representation of ordinary di↵erential equations on a finite-dimensional

vector space. Moreover, this type of representation provides a convenient

form to study the dynamics of the system and also to consider the output

feedback controller design problem. Let us briefly depart from the battery

thermal regulation problem and introduce the function space setting in which

the infinite-dimensional system representation of the boundary control prob-

lem is considered.

Let ⌦ be a spatial domain in RN with points ⇠, volume element dv, and

boundary @⌦. The letters s, t 2 [0, T ] will denote the time indices where

0  s  t  T < 1. General Banach spaces will be denoted by the calligraphic

letters, e.g. Z with norm k · k. The set of bounded linear operators F : Z !

Y is denoted L(Z,Y), and F : Z ! Z as L(Z). For functions z 2 Z

we denote C([0, T ];Z) as the class of all continuously di↵erentiable functions

defined for t 2 [0, T ] and taking values in Z. The space L2(⌦) is the standard

space of square integrable functions, and is a Hilbert space with the inner

product hu, vi =
R

⌦

u(⇠)v(⇠)dv [19]. For time-dependent functions, we denote
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L2([0, T ];Z) as the set of all functions z taking values in Z and kz(⇠, t)k2Z
square integrable in [0, T ] with the norm kzk

L

2
([0,T ];Z)

=
⇣

R

T

0

kz(⇠, t)k2Zdt
⌘

1/2

.

Unless specified otherwise, we denote k · k as the L2(⌦) norm.

Parabolic PDEs can be represented in this function space setting as general

abstract initial value problems in the form:

ż(t) = A(t)z(t), z(0) = z
0

(2.3.9)

where the nonautonomous operator A(t) is associated with the PDE spatial

operator and a domain D(A(t)) densely defined in the state space Z, which

is usually a Hilbert space [18, 20]. The solution of initial value problems

with nonautonomous operators as in the Eq.2.3.9 are expressed in terms of

two-parameter semigroups which determine the evolution of the state on Z.

Formally, we define this operator as follows [18, Theorem, 6.1, Chapter 5.6].

Definition 2.3.1. A two-parameter semigroup U(t, s), 0  s  t  T is

a family of bounded linear operators on Z which satisfies: (i) kU(t, s)k  C

where C is a positive constant; (ii) (t, s) ! U(t, s) is continuous in the uniform

operator topology; and (iii) for 0  s  ⌧  t  T , we have U(t, t) = I,

U(t, s) = U(t, ⌧)U(⌧, s), and:

@U(t, s)

@t
= A(t)U(t, s),

@U(t, s)

@s
= �U(t, s)A(s);

The two-parameter semigroup U(t, s) is often referred to as an evolution

operator due to the property (iii) in Definition 3.4.1. The solution of the initial

value problem in Eq.2.3.9 is expressed in terms of this operator:

z(t) = U(t, s)z
s

, z(s) = z
s

0  s  t  T (2.3.10)
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Remark 2.3.2. As a brief example, consider the distributed control problem

for the 1-D heat equation on the domain ⌦ := [0, 1]:

@z

@t
= ↵(t)

@2z

@⇠2
+ u(⇠, t), z(⇠, 0) = z

0

(⇠)

@z

@⇠
(0, t) = 0,

@z

@⇠
(1, t) = 0

(2.3.11)

where u(⇠, t) is the input distributed over ⌦. The time-dependent coe�cient

↵(t) describes processes in which the conductivity or di↵usivity changes over

time, for example, where catalyst activation/deactivation is present [26], and

in models of moisture sorption in composite materials [27]. Assume first that

u(⇠, t) = 0. The solution z(⇠, t) is given by:

z(⇠, t) = U(t, 0)z
0

=
1
X

n=0

e
R t
0 �n(⌧)d⌧ hz

0

(⇠),�
n

(⇠)i�
n

(⇠) (2.3.12)

where �
n

(⇠) =
p
2 cos(n⇡⇠) are the eigenfunctions and �

n

(t) = �↵(t)(n⇡)2

are the eigenvalues. The PDE in Eq.2.3.11 can also be represented as the

evolution system ż(t) = A(t)z(t) + Bu(t) on the state space Z = L2([0, 1])

where A(t)z = ↵(t)(@2z/@⇠2) and B = I. Note that the eigenfunctions form

an orthonormal basis of Z. Defining the state z(t) := [z(⇠)](t), the solution of

Eq.2.3.11 is expressed as:

z(t) = U(t, 0)z
0

+

Z

t

0

U(t, ⌧)u(⌧)d⌧

where the operator U(t, s), 0  s  t  T is the two-parameter semigroup

which describes the state evolution on Z from any initial state z
s

2 L2(⌦) and
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is given by (cf. Eq.2.3.12):

U(t, s)z
s

=
1
X

n=0

e
R t
s �n(⌧)d⌧ hz

s

,�
n

i�
n

(2.3.13)

One can verify that the operator in Eq.2.3.13 satisfies the properties in Defi-

nition 2.3.1.

The following section deals with the representation of the battery thermal

regulation problem within this infinite-dimensional systems framework. The

use of boundary actuation to control the temperature requires some modifica-

tion to the above procedure. Specifically, one considers the transformation of

z(r, ✓, t) in the original PDE system in terms of v(r, ✓, t) given in Eq.2.3.1.

2.3.2 Boundary control formulation as an infinite-

dimensional system

Consider the boundary control problem on the state space Z = L2(⌦) with

states z(t) = [z(r, ✓)](t) such that the system in Eqs.2.2.4-2.2.6 is represented

as the initial value problem:

ż(t) = A(t)z(t) + q(t), z(0) = z
0

, Bz(t) = b
ctr

u(t) (2.3.14)

with nonautonomous di↵erential operator A(t) = A(r, ✓, t):

A(t) :=
1

r

@

@r

✓

r
@

@r

◆

+
1

r2
@2

@✓2
+ g(t) (2.3.15)
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The domain D(A(t)) ⇢ Z is defined as:

D(A(t)) =

⇢

z 2 Z
�

�

�

�

z,
@z

@r
,
@z

@✓
are a.c.,

@2z

@r2
,
@2z

@✓2
2 Z, and

@z

@r
(0, ✓, t) = 0

�

(2.3.16)

The boundary operator B : Z ! R is defined as:

Bz = �
@z

@r
(1, ✓, t) + z(1, ✓, t), D(A(t)) ⇢ D(B) (2.3.17)

Let us define the associated operator A(t) on Z with domainD(A(t)) = D(A)\

kerB = {z 2 D(A(t))/Bz = 0} given by:

D(A(t)) =

⇢

z 2 Z
�

�

�

�

z,
@z

@r
,
@z

@✓
are a.c.,

@2z

@r2
,
@2z

@✓2
2 Z,

and
@z

@r
(0, ✓, t) = 0, �

@z

@r
(1, ✓, t) + z(1, ✓, t) = 0

�

(2.3.18)

with A(t)z(t) = A(t)z(t) in D(A(t)). Let B = [b(r, ✓)] = b
ctr

(✓)r2/(2� + 1)

where B 2 L2(⌦) is continuous and bounded for all r, ✓ 2 ⌦ and satisfies:

B(Bu(t)) = b
ctr

(✓)u(t), for all u(t) 2 R (2.3.19)

Using the transformation in Eq.2.3.1 with v(t) = z(t) � Bu(t), the boundary

control problem for the PDE system in the Eq.2.3.2 is represented as the

nonautonomous infinite-dimensional system with state v(t) = [v(r, ✓)](t):

v̇(t) = A(t)v(t)� Bu̇(t) + A(t)Bu(t) + q(t) (2.3.20)
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The operator A(t), 0  s < t  T , is given by:

A(t)v(t) =
1
X

m=0,n=1

�
mn

(t)hv(t), 
mn

i�
mn

where

�
mn

(t) = �↵2

m,n

+ g(t),

 
mn

=

0

@

 
(1)

mn

 
(2)

mn

1

A and �
mn

=

0

@

�
(1)

mn

�
(2)

mn

1

A

(2.3.21)

The operator A(t) generates the two-parameter semigroup U(t, s), 0  s 

t  T given by:

U(t, s)v(s) =
1
X

m=0,n=1

exp

⇢

Z

t

s

�
mn

(⌧)d⌧

�

hv(s), 
mn

i�
mn

(2.3.22)

The analytic form of the two-parameter semigroup generated by the nonau-

tonomous operator A(t) resembles the form of the standard one-parameter

semigroups generated by analogous autonomous operators on a Hilbert space

[16]. One can note that for each t 2 [0, T ], the operator A(t) is the infinitesimal

generator of an analytic semigroup S
t

(s), s � 0 [18]. For all t 2 0  s  t  T ,

the operator U(t, s) determines the state evolution according to the previous

definition.

Proposition 1. The operator U(t, s) in Eq.2.3.22 satisfies (i)-(iii) of Definition

2.3.1.
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The solution of the initial value problem corresponding to the transformed

system in Eq.2.3.20 is expressed as:

v(t) = U(t, s)v
s

�
Z

t

s

U(t, ⌧)Bu̇(⌧)d⌧

+

Z

t

s

U(t, ⌧)A(⌧)Bu(⌧)d⌧ +

Z

t

s

U(t, ⌧)q(⌧)d⌧

(2.3.23)

Then, the solution of the original system is given by:

z(t) = Bu(t)� U(t, 0)Bu(0) + U(t, 0)z
0

�
Z

t

0

U(t, ⌧)Bu̇(⌧)d⌧

+

Z

t

0

U(t, ⌧)A(⌧)Bu(⌧)d⌧ +

Z

t

0

U(t, ⌧)q(⌧)d⌧

(2.3.24)

The Eq.2.3.24 is provided in terms of the boundary input u(t) as well as it’s

derivative u̇(t). Problems of this type have been considered by extension of

the state space to include the input space U , i.e. on the extended state space

Ze := L2(⌦)� R. In this way, the controller design is based on the extended

system which is driven by integral action via the derivative of the input u̇(t),

and the input u(t) is then determined by integration [16]. On the other hand,

the controller can be designed based on the input itself provided that the

system is well defined for u(t) 2 U (in practice, the input space is typically

defined as U = R), and square integrable over t 2 [0, T ]. This condition

is formally stated by the following Proposition which will be utilized in the

following sections in which the state estimation and controller design problems

will be considered.

Proposition 2. The solution of the boundary control problem expressed in

Eq.2.3.24 is well defined for every input u(t) 2 L2([0, T ];U).
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Let us briefly summarize the procedure thus far before proceeding to the

following sections. We have considered the PDE system in Eqs.2.2.4-2.2.6

which has two distinguishing features: First, the presence of time-dependent

generation terms, and second, the input is applied over a portion of the bound-

ary. The transformation in Eq.2.3.1 was utilized to convert the problem to a

PDE system in Eq.2.3.2 with homogeneous boundary conditions. Next, the

infinite-dimensional system representation of the boundary control problem

was considered on the state space Z = L2(⌦). The formal definition yielded

the representation of the PDE in Eq.2.3.2 as the nonautonomous infinite-

dimensional system in Eq.2.3.20. Utilizing the two-parameter semigroup given

in Eq.2.3.22, the solution of the nonautonomous infinite-dimensional system

is given in Eq.2.3.23. Finally, the solution of the original system is provided

in the Eq.2.3.24. The following sections deal with the state estimation and

output feedback control problem for the determination of the input.

Remark 2.3.3. One can notice that the time-dependence of the operator

A(t) is due to the generation term g(t) associated with the state. For g(t) = g

(constant), the operator in Eq.2.3.21 becomes:

Av(t) =
1
X

m=0,n=1

�
mn

hv(t), 
mn

i�
mn

, where �
mn

= �↵2

m,n

+ g,

(2.3.25)

which generates the analytic semigroup S(t), t � 0:

S(t� s)v(s) =
1
X

m=0,n=1

e�mn(t�s)hv(s), 
mn

i�
mn

(2.3.26)
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2.4 State estimation and output feedback con-

trol

The measurement of the battery temperature is a critical factor in the state

estimation problem, the design of the control law, and the overall performance

of the closed loop system. The true state (temperature distribution) must

be estimated from a finite-number of sensors collecting information about the

partial state of the system, e.g. combinations of point, regional, boundary and

in-domain temperature measurements.

Methods utilized to approximate the state must take into consideration

physical design and practical limitations. From a battery engineering per-

spective, an ideal situation would be where the temperature measurements

are noninvasive of the actual functional parts of the battery, i.e. realized by

placement of thermocouples which measure the temperature only on points

or regions of the boundary. In some lumped parameter models of the battery

system, this approach is utilized [28]. However, as in the present context in

which the temperature is assumed to be distributed, the restriction to bound-

ary measurements represents a complex problem. From a mathematical con-

trol perspective, the approach to the state estimation and controller design

problem is the construction of an observer. The case in which only boundary

measurements are available inherits two primary challenges: First, the tem-

perature of the system throughout of the domain must be reconstructed from

the measured temperature available only on a portion(s) of the boundary, and

therefore requires the determination of a relationship between the two. Second,

the relationship between the boundary and domain temperatures can only be

developed from the state estimates of the system (along with state estimates



2.4. State estimation and output feedback control 53

or measured states available on the boundary) since the temperature of the

actual system is not known a priori. Although there are some works on the re-

covery of the system state from boundary measurements, compensator design

remains an active area research in distributed parameter systems [29, 30].

A less restrictive set of problems exist for cases in which measurements

of the temperature field are assumed to be available from embedded sensors.

Usually, the sensor measurements are taken to be point or averaged readings

over small increments, from which the partial state of the system is ascertained.

This idea naturally leads to important questions pertaining to the number and

optimal placement of sensors required to ensure that the system is (approxi-

mately) observable, detectable, stabilizable, etc., by checking rank conditions

dependent on the sensor locations, definition of the measurement functions.

From a control engineering perspective, one alternative to the state estimation

problem is the use of point or regional sensors to reconstruct the temperature

field by interpolation. An advantage of this approach is that it circumvents

the need to design an observer, by using the reconstructed temperature field

to obtain the state of the system which is then directly utilized in the con-

troller design. This convenience comes at a cost of introducing computational

overhead necessary to interpolate the temperature field from measurements,

but this cost is o↵set since the method does not require an observer system

to be run concurrent to the process. Moreover, the controller performance

based directly on the measured states may be an improvement over the use

of an observer system which requires the careful design of the observer gain

such that the states converge to those of the actual system in a reasonable

time to ensure the stability of the closed loop system. While the direct use

of the measured states provides a more robust method for the feedback de-

sign problem, the accuracy of the estimation and state reconstruction also



2.4. State estimation and output feedback control 54

depends on the number and placement of the measurement locations. These

ideas along with comparative cases will be discussed in further detail within

later sections. In this section, we restrict our discussion and focus on first, the

observer design method to demonstrate the dynamical properties of the closed

loop output feedback system. Secondly, we consider the direct use of the state

measurements for the state reconstruction via interpolation which will enable

the practical realization of the output feedback boundary controlled battery

temperature regulation problem.

2.4.1 Observer design

In practice, sensors are used to measure the temperature at points or regions

which contain only partial information about the entire state of the system.

Generally, for the cases where sensors are placed within the domain, the output

of the system y(t) is represented as:

y(t) = Cz(t) :=

Z

⌦

c(r, ✓)z(r, ✓, t)drd✓ (2.4.1)

where c(r, ✓) is a distributed measurement function of (r, ✓) which is defined

on all of the domain, or at specific points or regions within the domain. In

the cases for which measurements are taken at points within the domain, the

function c(r, ✓) is approximated by the shape function around the measurement

points (r
i

, ✓
i

) 2 ⌦, i = 1, 2, . . . , n
msr

with c(r, ✓) given by:

c(r, ✓) =
1

4⇣
1

⇣
2

�
[ri�⇣1,ri+⇣1](r)�[✓i�⇣2,✓i+⇣2](✓) (2.4.2)

where �
[ri�⇣1,ri+⇣1](r) = 1 for r

i

� ⇣
1

 r  r
i

+ ⇣
1

, and 0 otherwise (similarly,

�
[✓i�⇣2,✓i+⇣2](✓) is defined). In the case of a single temperature measurement,
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for example, C is a bounded linear operator C 2 L(Z,Y) with the norm

1/(2
p
⇣
1

⇣
2

) and Y = R. Measurements on the boundary at r = 1 and ✓
j

, j =

1, 2, . . . ,m
msr

can be approximated by the functions c(1, ✓) = �
[✓j�⇣2,✓j+⇣2](✓),

or analogous to the input function as in Eq.2.2.8, taken from a region of the

boundary ⌘ 2 (�⇡, ⇡) centred at ✓
msr

. In the case of point measurements where

c(r, ✓) is given in Eq.2.4.2, the compensator design problem for the boundary

control system, as in Eq.2.3.20, is given by:

v̇(t) = A(t)v(t) + A(t)Bu(t)� Bu̇(t) + q(t), y(t) = Cv(t) (2.4.3)

Recall from Proposition 2 that the solution of Eq.2.4.3 is well defined for every

u(t) 2 L2([0, T ];U) such that the control law can be determined based on the

input, rather than its derivative, and denote this system by ⌃(A(t),A(t)B,C)

which is assumed to be exponentially detectable. Consider a Luenberger ob-

server for the system in Eq.2.4.3 given by:

˙̂v(t) = A(t)v̂(t) +A(t)Bu(t)�Bu̇(t) + q(t)� L(y(t)� ŷ(t)), ŷ(t) = Cv̂(t)

(2.4.4)

where v̂(t) denotes the state estimates with initial condition v̂(0) = v̂
0

and

L 2 L(Y ,Z) is the observer gain operator. The dynamics of the error "(t) =

v(t)� v̂(t) between the states v(t) and the estimates v̂(t) are governed by the

system:

"̇(t) = (A(t) + LC)"(t) (2.4.5)

Note that the entropy related generation term g(t) 2 C([0, T ],Z) is bounded

(see Fig.2.1) such that kg(t)k  k
g

= sup{kg(t)k : t 2 [0, T ]}, and that the

operator A(t) in Eq.2.3.18 can be seen as a perturbation of an autonomous
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operator A which is the infinitesimal generator of a strongly continuous semi-

group S
A

(t), t � 0. That is,

A(t) = A+ g(t), where g(t)v 2 C([0, T ];Z) (2.4.6)

The semigroup S
A

(t) is exponentially stable:

kS(t)k  Me!t, !
0

:= sup
m�0,n�1

�

�↵2

mn

�

 ! (2.4.7)

where M is a generic positive constant, and ! < 0. By choosing the observer

gain such that k
g

+ kLCk = � < 0, the operator A(t) + LC generates the

exponentially stable two-parameter semigroup U
LC

(t, s):

kU
LC

(t, s)k  Me(!+�)(t�s) (2.4.8)

Then, the solution of Eq.2.4.5 is expressed as:

"(t) = U
LC

(t, s)"
0

(2.4.9)

where "
0

= v
0

� v̂
0

. Since U
LC

(t, s) is exponentially stable, the error "(t)

converges to zero as t ! 1. Now, suppose for the moment that the nonho-

mogeneous generation term, independent of the state, is zero, i.e. q(t) = 0.

Consider the input u(t) = F v̂(t) where F 2 L(Z,U). The closed loop sys-

tem for Eqs.2.4.3-2.4.4 can be written together on the extended state space

Ze = Z � Z as:

v̇e(t) = Ae(t)ve(t), where ve(t) =

0

@

v(t)

v̂(t)

1

A (2.4.10)
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and the operator Ae(t) is defined as:

Ae(t) =

0

@

A(t) +BF (I +BF )�1LC A(t)BF �BF (I +BF )�1(A(t) + LC + A(t)BF )

�(I +BF )�1LC (I +BF )�1(A(t) + LC + A(t)BF )

1

A

Utilizing the operator matrices I
1

=
�

I �I

0 I

�

and I
2

= ( I I

0 I

) the extended

operator Ae(t) is transformed to the following form:

I
1

Ae(t)I
2

=

0

@

A(t) + LC 0

�(I +BF )�1LC (I +BF )�1(A(t) + A(t)BF )

1

A(2.4.11)

The closed loop behaviour of the output feedback system can be understood

from the Eq.2.4.11 where the eigenspectrum of the closed loop system is given

by �(A(t) + LC) [ �(A(t) + A(t)BF ). One can see that if L is chosen such

that A(t) + LC generates a stable two-parameter semigroup, then the choice

of F such that A(t) +A(t)B generates an exponentially stable two-parameter

semigroup also stabilizes the closed loop system. Each of the gain operators L

and F can be designed optimally by considering the appropriate minimization

problems [16, 31]. One can note that the inclusion of the nonhomogeneous

generation term q(t) does not change the structure of the Eq.2.4.11, but ap-

pears as additional terms in the Eq.2.4.10 which are all independent of the

state. An alternative approach to the stabilizing regulator design is by the

conversion of the nonhomogeneous state equation in Eq.2.4.3 into a homoge-

neous state equation via transformation. The associated optimization problem

for the resulting homogeneous system given in terms of the transformed state

can then be considered [31, Chapter 7.2, Part 4].
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2.4.2 Interpolation based output feedback controller de-

sign

Another approach towards the output feedback controller design is by directly

utilizing the set of point or regional sensor measurements to reconstruct the

entire temperature field by interpolation. That is, by utilizing the set of mea-

surement points (r
i

, ✓
i

) (and also (r
j

, ✓
j

)), the temperature is approximated

for all (r, ✓) 2 ⌦ and t 2 [0, T ] as z(r, ✓, t) ⇡ ẑ(r, ✓, t), such that the output is

given by y(t) ⇡ ẑ(t) = hẑ(r, ✓), 
mn

i. One advantage of utilizing the temper-

ature readings to interpolate the entire temperature field is that the output

contains more information about the system than from individual temperature

measurements, provided that the sensors are reasonably placed to capture the

distribution. The logical choices of sensor locations in the present context of

the battery control problem should reflect the axial symmetry of the domain

and the expected dynamical behaviour of the temperature evolution. For ex-

ample, the temperature distribution in Fig.2.3(a) is reconstructed in Fig.2.3(b)

by utilizing a total number of 9 measurement locations, where {a, b, d, f} are

point measurements along the boundary, {g, h, i, j} are taken along an inter-

mediate ring at the interior of the domain, and the sensor {k} is located at

the centre of the disk. Although the initial temperature distribution is not

axisymmetric, one can note from modal analysis that the dominant mode is

associated with the eigenfunction �(1)

01

> 0, Eq.2.3.5, which is radially symmet-

ric. This implies that non-radially symmetric initial temperature distributions

eventually tend to exhibit radially symmetry, and this dynamical behaviour is

reflected in the configuration of sensor placement shown in Fig.2.3(a).
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(a) Temperature distribution z(r, ✓, 0) = z0(r, ✓) and sensor
locations {a., b., ..., k.}
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(b) Temperature distribution ẑ(r, ✓, 0) = ẑ0(r, ✓) recon-
structed using sensor locations {a, b, d, f, g, h, i, j, k}.

Figure 2.3: Initial battery temperature distribution z(r, ✓, 0) = z
0

(r, ✓) and
temperature distribution reconstructed by Delaunay triangulation interpola-
tion method [32].



2.4. State estimation and output feedback control 60

In terms of the output feedback control problem, the controller design is

then considered for the system ⌃(A(t),A(t)B, I). The determination of the

input u(t) has two components: First, the stabilization of the state related

generation term g(t), and second, the stabilization of the non-state related

generation term q(t). For the state related component, one may consider the

finite-time horizon quadratic minimization of the cost functional [31]:

J(v
0

; 0, T, u) =

Z

T

0

�

|v(⌧)|2 + |Ru(⌧)|2
�

d⌧ + hv(T ), Qv(T )i (2.4.12)

The operator Q 2 L(Z) is self-adjoint and nonnegative and R 2 U is coercive.

The associated solution is determined in terms of the operator ⇧(t) 2 L(Z)

which is the strongly continuous, self adjoint, nonnegative solution of the dif-

ferential Riccati equation [31]:

⇧̇(t) + (A(t))⇤⇧(t) + ⇧(t)A(t)

� ⇧(t)(A(t)B)R�1(A(t)B)⇤⇧(t) + I = 0

(2.4.13)

with final time condition ⇧(T ) = Q. The non-state related generation term

is accounted for by considering the auxiliary di↵erential equation in terms of

�(t):

�̇(t) = [(A(t))⇤�⇧(t)(A(t)B)(A(t)B)⇤]�(t)+⇧(t)q(t), �(T ) = 0 (2.4.14)

Together, the finite time optimization problem has the minimizing solution

related by the feedback formula:

u
min

(t) = �R�1(A(t)B)⇤(⇧(t)v(t))� (A(t)B)⇤�(t) (2.4.15)
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Given that the interpolated temperature field provides a good approximation

to the actual one, the state v̂(t) ⇡ v(t) can be utilized in the feedback formula

in Eq.2.4.15 to stabilize the system.

There are two important issues to be discussed before proceeding to the

realization of the battery control problem in the following section. First, one

can note that the generation terms g(t) and q(t) which are the sources of in-

stability in the system e↵ect all of the modes (m,n) of the system. For the

state related generation term g(t), this instability can be seen directly from

the Eq.2.3.21 where �
mn

(t) = �↵2

m,n

+ g(t). Since g(t) is bounded, there ex-

ists a finite-set of modes which are unstable, i.e. the set (m
u

, n
u

) such that

�
mu,nu > 0. Then, a finite-dimensional controller in terms of ⇧(t) in Eqs.2.4.13-

2.4.15 of order m
u

+ n
u

can be designed to stabilize these modes. However,

the non-state related generation term q(t), while also bounded and only dom-

inant in the first few modes, contributes to all of (m,n). Consequently, it

is not feasible to obtain a finite-dimensional controller in terms of �(t) from

Eq.2.4.14 such that the control law in Eq.2.4.15 which will completely negate

the contribution of the non-state related generation term. However, in the fol-

lowing section, we will demonstrate that it is possible to mitigate the growth

in temperature by using a low order finite-dimensional controller based on the

infinite-dimensional system representation of the battery control problem with

boundary input.

Remark 2.4.1. The choices of actuator and sensor placement is a further de-

sign consideration which have the potential to impact controller performance,

and is beyond the scope of this present work. There is a large amount of

literature dedicated to these types of issues, see e.g. [33, 34]. In the appli-

cation considered in this present work, the choice of sensor locations reflects
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the geometric symmetry of the battery model. The sensor locations depicted

in Fig.2.3(a) should be selected to capture the non-axisymmetric temperature

distribution of the battery cell. One can note that the geometry of the system

enables one to reduce the number of sensors by taking advantage of the pre-

scribed boundary conditions. That is, the temperature measurements at the

locations {b, c, d, e, f} are taken along the boundary of the system and satisfy

the same boundary condition. One can then choose any of these locations

to serve as a pseudo temperature reading instead of any or all of the other

sensor locations for use in the interpolation scheme for state reconstruction.

However, a temperature measurement should be taken within the region of

the boundary where the input is applied which di↵ers from the measurements

outside of the region of boundary input.

2.5 Numerical Simulation and Case Studies

This section deals with the application of the closed loop output feedback

controller design based on the infinite-dimensional systems representation of

the Li-ion battery boundary controlled thermal regulation problem. A set of

case studies will be considered to demonstrate the e↵ect of controller tuning on

the overall behaviour of the temperature dynamics in the closed loop system.

The general approach will be to utilize a plant model, and employ a finite-

dimensional output feedback controller based on the formulation presented in

Section 2.4.2. We consider a battery system with a 1.5 Amp hour capacity

discharged at a rate of 1C where the dynamics of the plant model is based on

the modal decomposition of the PDE system in Eqs.2.2.4-2.2.6 with parameters

listed in Table 2.4. The open loop dimensionless temperature distribution

z(r, ✓, t) of the battery at select time instances is shown in Fig.2.4 starting
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Figure 2.4: Open loop temperature distributions.

from the initial distribution shown in Fig.2.3(a). One can see the e↵ect on

the battery temperature due to the generation terms g(t) and q(t) which are

dependent on the total entropy change, Fig.2.1(d), as the battery is discharged.

The output feedback controller design is based on the method proposed in

Section 2.4.2. First the temperature measurement locations shown in Fig.2.3(a)

are used to reconstruct the temperature distribution ẑ(r, ✓, t) by interpolation

as in Fig.2.3(b). The first order control law corresponds to the single unstable

mode of the system at m = 0, n = 1, i.e. �(t)
01

> 0 and �(t)
mn

< 0 for

all m � 1, n � 2, t 2 [0, T ]. The quadratic minimization problem given in

Eqs.2.4.12-2.4.14 is solved to obtain the feedback formula in Eq.2.4.15, and is
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explicitly given by:

u
min

(t) = �R�1⇧
01

(t)h(A(t)B)v̂, 
01

i�
01

� �
01

(t)h(A(t)Bv), 
01

i�
01

= �D�1



⇧
01

(t)

✓

Z

⇡

�⇡

Z

1

0

(A(t)B)ẑ 
01

drd✓

◆

�
01

+ �
01

(t)

✓

Z

⇡

�⇡

Z

1

0

(A(t)B) 
01

drd✓

◆

�
01

�

(2.5.1)

where D = R � ⇧
01

⇣

R

⇡

�⇡

R

1

0

(A(t)B)B 
01

drd✓
⌘

�
01

. The solutions ⇧
01

(t) and

�
01

(t) of the di↵erential Riccati and auxiliary equations are dependent on the

controller tuning parameters Q 2 R and R 2 R and are shown in Fig.2.5(a)

and Fig.2.5(b), respectively.

The following case studies are considered to examine the e↵ect of sensor

placement, number of sensors, and controller tuning parameters on the closed

loop feedback system. Cases 1 and 2 use the same sensor number and place-

ment, while the controller used in Case 1 is relatively more aggressive controller

than the controller used in Case 2. The second set of cases Cases 3 and 4 use

a reduced number of sensors in a di↵erent configuration than Cases 1 and 2.
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(a) Solution ⇧01(t) of the di↵erential Riccati equation for
R = 1.5, Q = 10 and R = 5, Q = 5.
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(t) and �
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(t) under controller tuning parameters.
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2.5.1 Case 1 and Case 2

Table 2.1: Case 1 and Case 2: measurement and control parameters

Parameter Setting
Number of sensors 9
Sensor locations a,b,d,f,g,h,i,j,k
Centre of input ✓

c

= ⇡/2
Boundary input region r = 1, ✓ 2 (⇡/4, 3⇡/4)
Shape parameter K

1

= 20
Case 1: Controller tuning R = 1.5, Q = 10
Case 2: Controller tuning R = 5, Q = 5

The closed loop feedback systems for Case 1 and Case 2 were simulated

using the sensor and tuning parameters in Table 2.1. The boundary input

profiles for each set of tuning parameters is shown in Fig.2.6(a). As expected,

the tuning parameters used in the control design for Case 1 resulted in a

relatively more aggressive input profile compared to the input profile used

in the control design for Case 2. The battery temperature distribution and

the reconstructed temperature distribution at select time instances for Case

1 is shown in Fig.2.8(a) (cf. Fig.2.4) where the influence of the input over

the region of the boundary centred at ⇡/2 on the whole distribution can be

clearly seen. The overall temperature distribution and dynamical behaviour

is captured by the interpolation scheme using the number and configuration

of sensors. The total system energy E = kz(r, ✓, t)k2 profiles for Case 1, Case

2, and for the open system, are shown in Fig.2.6(b). One can see the growth

in overall system energy in the open loop system due to the exothermic heat

generation and the energy profiles of the closed loop systems each show a lower

total system energy profile. At the end of the discharge cycle, E ⇡ 200 for the

controller designed using the parameters in Case 1, compared to E ⇡ 450 for
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loop system.

Figure 2.6: Input and energy profiles for Case 1 and Case 2.

the open loop system. While the controller is not able to completely dissipate

the heat generated by the exothermic chemical reactions producing the current

in the battery, the maximum temperature and overall temperature variance is

reduced by use of the output feedback controller with boundary actuation. As

previously discussed, it is not possible to completely negate the influence of
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the non-state generation term q(t) since it a↵ects and infinite-number modes.

However, increasing the order of the controller will further mitigate the e↵ect

of this generation term.

2.5.2 Case 3 and Case 4

Table 2.2: Case 3 and Case 4: measurement and control parameters

Parameter Setting
Number of sensors 4
Sensor locations a,c,e,k
Centre of input ✓

c

= ⇡/2
Boundary input region r = 1, ✓ 2 (⇡/4, 3⇡/4)
Shape parameter K

1

= 20
Case 3: Controller tuning R = 1.5, Q = 10
Case 4: Controller tuning R = 5, Q = 5

In Case 3 and Case 4, the number of sensors were reduced relative to the

number used in Case 1 and Case 2, and the placement of the sensors was also

altered (cf. Fig.2.3(a)). The sensor and tuning parameters for each case are

listed Table 2.2, the boundary input profiles are shown in Fig.2.7(a), energy

profiles are shown in Fig.2.7(b), and the battery temperature distribution and

the reconstructed temperature distribution at select time instances for Case

3 is shown in Fig.2.8(b). Once again, the input and energy profiles reflect

the di↵erence in tuning parameters for each of the controllers corresponding

to Case 1 and Case 2. Comparing the temperature distributions in Fig.2.8(a)

and Fig.2.8(b) illustrates how changing the number of and the configuration of

sensors influences the reconstruction of the temperature distribution. The sen-

sor placements, measurements taken, and the resulting interpolation in Case

1 is better able to capture the non-symmetric temperature distribution of the
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Figure 2.7: Input and energy profiles for Case 3 and Case 4.

disk compared to the interpolation based on the sensor locations in Case 3. As

previously mentioned, the temperature tends to an axi-symmetric distribution

over time as the battery is discharged, and the reconstructed distributions for

Case 1 and Case 3 become more similar.

One can notice that the input and energy profiles for Case 2 and Case 4,

having the same tuning parameters, are closely aligned. On the other hand,
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the input and the resulting energy profiles for Case 1 and Case 3 show a

greater di↵erence. At the end of the discharge cycle, the energy E ⇡ 225

for the controller designed using the parameters in Case 3 (compared to E ⇡

200 for Case 1), and E ⇡ 350 for each of the controllers corresponding to

Case 2 and Case 4. This suggests that there may be a relationship between

aggressive controller tuning and the number and/or placement of sensors. In

other words, the input to the system generated by the controller is influenced

by the number and the placement of sensors (and subsequently, the accuracy of

the temperature distribution reconstruction), but this influence is diminished

for less aggressive control designs.

Remark 2.5.1. One of the controller performance metrics employed in the

case studies provided is the measurement of the total system energy profiles

under the di↵erent combinations of controller tunings and sensor locations.

Another potential set of metrics of interest would be the comparison of the

total system energy profiles of the current model based controller design, and

also the variation in temperature profiles, versus other control schemes, e.g.

PI and PID control.
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(a) Closed loop temperature distributions for
Case 1
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z(r, ✓, 25) ẑ(r, ✓, 25)
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Figure 2.8: Closed loop temperature distributions for Case 1 and Case 3.
(Left column) Actual temperature z(r, ✓, t). (Right column) Reconstructed
temperature ẑ(r, ✓, t).



2.6. Summary 72

2.6 Summary

This chapter considered the thermal regulation problem for a Li-ion battery

by output feedback control and boundary control actuation. The model of

the battery temperature dynamics was given by a non-homogeneous parabolic

partial di↵erential equation (PDE) on a 2-dimensional spatial domain with an-

gular and radial coordinates. The heat generation during battery discharge is

attributed the underlying exothermic electrochemical reactions which appear

as state related and non-state related generation terms in the model. Several

key challenges in the output feedback model based controller design were ad-

dressed in this work: First, the dependence of the state on time-varying system

parameters yielded a nonautonomous infinite-dimensional system with time-

varying nonhomogeneous generation term. Second, the restriction of the input

along a portion of the battery domain boundary required the reformulation of

the boundary control problem into a suitable form. Third, the compensator

design problem was considered and the closed loop system for the observer

based optimal boundary control system was demonstrated to be stable un-

der appropriate design of the observer and controller gain operators using the

separation principle. Finally, the outback feedback control problem based on

state measurement and interpolation of the temperature field was provided

and the numerical simulation results for several case studies were presented.
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Table 2.3: Nomenclature

Symbol Description
C

p

Specific heat capacity (J·kg�1K�1)
F
c

Faraday constant (96, 485C ·mol�1)
h Heat transfer coe�cient (W·m�1K�1)
i Current (Amps·m�2)
K

0

Thermal conductivity (W·m�1K�1)
n
R

Reaction charge number
Q̇ Heat generation (W·m�3)
S
�

Entropy change (J·mol�1·K�1)
V Volume (m3)
x Electrode averaged ion concentration
Z Temperature (K)
Z

a

Ambient temperature (K)
⇢ Density (kg·m�3)
�
con

Electrical conductivity (S ·m�1)

Table 2.4: Physical properties

Component Thickness Proportion

(µm) p(i) (%) p(i)⇢(i) p(i)K(i)

0

p(i)C(i)

p

p(i)�(i)

con

LiCoO
2

92 0.42 962 0.78 0.49 0.000042
LiC

6

87 0.39 1962 1.95 0.27 0.000039
Al 10 0.045 122 9.0 0.039 1.71
Cu 10 0.045 405 17.1 0.017 2.70

Separator 22 0.10 120 0.10 0.7 -
Total 221 1.00 3571 29.93 1.522 4.4100081

.
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2.7 Proof of Proposition 1

It is standard to prove (i) and (ii), and for brevity we only provide an outline

of the procedure (e.g. see, [31]).

The entropy related generation term g(t) is bounded by definition kg(t)k 

k
g

= sup{kg(t)k : t 2 [0, T ]}, and the operator A(t) in Eq.2.3.18 can be seen as

a perturbation of an autonomous operator A(t) = A+g(t), where g(t)v 2

C([0, T ];Z). The semigroup S
A

(t) generated by A is exponentially stable,

kS
A

(t)k  Me!t, !
0

:= sup
m�0,n�1

(�↵2

mn

)  ! where M is a generic pos-

itive constant, ! > 0. Then for z 2 Z, z(t) = S(t)z
0

+
R

t

0

S(t�⌧) (g(⌧)z(⌧)) d⌧

and application of Gronwall’s lemma yields the bound on the evolution oper-

ator

kU(t, s)k  Me(!+kg)(t�s)

The uniform continuity in the operator topology can be demonstrated consid-

ering the approximation U
k

(t, s), and application of the Contraction Mapping

Principle (method of successive approximations), one can show that for any

z 2 Z, lim
k!1 U

k

(t, s)z = U(t, s)z uniformly.
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(iii): The first identity U(t, t) = I is easily seen by inspection. The second

identity can directly verified where for 0  s  r  t  T :

U(t, r)U(r, s)v =
1
X

m=0,n=1

e
R t
r �mn(⌧)d⌧

⌧ 1
X

k,l=0

e
R r
s �kl(⌧)d⌧ hv, 

kl

i�
mn

,  
mn

�

�
mn

=
1
X

m=0,n=1

e
R t
r �mn(⌧)d⌧

⇥

0

@

Z

⌦

1
X

k,l=0

e
R r
s �kl(⌧)d⌧

⇣

hv, (1)

kl

i�(1)

kl

+ hv, (2)

kl

i�(2)

kl

⌘

0

@

 
(1)

mn
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Note that double series terms within the inner product are equal to zero for

all k 6= m and l 6= n, and equal to 1 for each k = m and l = n, due to the

orthogonality of the eigenfunctions. Also, for every k,m = 0, 1, 2, . . . , l, n =

1, 2, 3 . . . , the inner product of the cross terms
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The second identity in (iii) can also be directly verified as follows:
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Similar as in the previous case, we have that:
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2.8 Proof of Proposition 2

From the definition of the operator in Eqs.2.3.21-2.3.22, we have that:
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The term involving the derivative of the input is expanded as:
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Combining Eqs.2.3.24 and the expression above, the mild solution is given by:

z(t) =
1
X

m=0,n=1

⇣

u(t)� u(0)e
R t
0 �mn(⌘)d⌘

⌘

hB, 
mn

i�
mn

+
1
X

m=0,n=1

e
R t
0 �mn(⌘)d⌘hz

0

, 
mn

i�
mn

�
1
X

m=0,n=1

h⇣

u(t)� u(0)e
R t
0 �mn(⌘)d⌘

⌘

+

Z

t

0

�
mn

(⌧)e
R t
⌧ g(⌘)d⌘u(⌧)d⌧

�

hB, 
mn

i�
mn

+

Z

t

0

1
X

m=0,n=1

e
R t
⌧ �mn(⌘)d⌘hA(⌧)B, 

mn

i�
mn

u(⌧)d⌧

+

Z

t

0

U(t, ⌧)q(⌧)d⌧

Rearranging terms gives that:

z(t) = U(t, 0)z
0

+

Z

t

0

U(t, ⌧)q(⌧)d⌧

+
1
X

m=0,n=1

Z

t

0

e
R t
⌧ �mn(⌘)d⌘u(⌧) [hA(⌧)B, 

mn

i � �
mn

(⌧)hB, 
mn

i]�
mn

d⌧

To demonstrate that the above equation is well defined for every u(t) 2

L2([0, T ];U), recall that g(t), q(t) 2 L2([0, T ];Z), B 2 L2(⌦), D(A(t)) ⇢

L2(⌦). Moreover, from Fig.2.1(d), the generation term g(t)  g(0) +Mt for

all 0  ⌧  s  T < 1 where M is a finite positive constant and g(0) is

the initial generation. Note that the operator A(t) defined in Eq.2.3.15 can be

represented as A(t) = A+ g(t) such that AB = b
ctr

(✓)(4 + µ(✓)/(2� + 1) and

g(t)B = g(t)b
ctr

(✓)r2/(2�+1), from Eq.2.3.3, and �
mn

(t) = �↵2

mn

+g(t), from
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Eq.2.3.21. Then by substituting these terms into the above equation yields:

z(t) = U(t, 0)z
0

+

Z

t

0

U(t, ⌧)q(⌧)d⌧ +

1
X

m=0,n=1

Z

t

0

e
R t
⌧ �mn(⌘)d⌘u(⌧)

⇥

hAB, 
mn

i+ ↵2

mn

hB, 
mn

i
⇤

�
mn

d⌧

Integrating over t 2 [0, T ] and appealing to the Hölder inequality, we have

that:
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for all 0  ⌧  t  T , and therefore z(t) is well defined for every u(t) 2

L2([0, T ];U).
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Chapter 3

Control of parabolic PDEs with
time-varying spatial domain:
Czochralski crystal growth
process

The material presented in this chapter is partially published in [1, 2], and has

been accepted in whole as the following:

[3] J. Ng, Ilyasse Aksikas and S. Dubljevic, “Control of parabolic PDEs

with time-varying spatial domain: Czochralski crystal growth process,”

International Journal of Control, 2013

3.1 Introduction

Many important industrial processes such as tubular reactors, metal casting,

annealing, and crystal growth involve chemical reactions, phase transitions and

deformations in the synthesis and treatment of the materials. The changes in
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the state and/or shape of the material during its processing regime, or other

time-dependent property of the system, introduce complexities in the mod-

elling of the transport phenomena using partial di↵erential equations (PDEs).

Within this broad collection of systems is a class of free boundary problem

which includes the well-known two-phase Stefan problem that is used to de-

scribe the melting or solidification of a material [4, 5], and the problems arising

in the study of thermal combustion and the general dynamics of flames [6]. In

these cases the changes in the domain boundary at the solid-liquid or solid-gas

interface are due to the interphase dynamics between the two complementary

regions.

In contrast to the aforementioned types of free boundary problems, an-

other class of moving boundary problem arises in processes where the domain

boundary changes according to some extraneous force acting on the material.

One can consider an annealing process as a prototypical example whereby a

solid slab is drawn from or pushed into a liquid medium, so that the spa-

tial domain boundary at the solid-liquid interface changes according to the

force applied by the mechanical actuator. The models of the temperature or

concentration dynamics for this class of moving boundary problems are de-

rived from first-principles continuum mechanics via the Transport Theorem

for spatial domains with moving boundaries, and energy balance relations [7].

This approach to the model development yields a general class of convection-

di↵usion-reaction PDE defined on time-dependent spatial domain which is

characterized by the presence of the boundary velocity as a time-dependent

coe�cient associated with first-order convective-transport terms. As a result,

the temperature or concentration dynamics are unidirectionally coupled with

the spatial domain boundary motion.
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It has been noted that PDE systems defined on time-dependent spatial

domains are inherently non-autonomous even if the PDEs do not contain

time-dependent coe�cients [8]. On the other hand, the class of PDE con-

sidered in this work also contains the time-dependent boundary velocity term

which contributes to the overall system dynamics, and which subsequently

vanish if the boundary motion ceases. There are many works which consider

nonautonomous parabolic systems arising from PDEs with fixed spatial do-

mains [9, 10, 11, 12]. In general, the solutions of nonautonomous systems

are expressed in terms of two-parameter semigroups which inherit many of

the properties of the standard one-parameter semigroups generated by time-

invariant parabolic operators. The results have been extended to distributed

and boundary control problems including linear quadratic regulator synthesis

for general nonautonomous parabolic systems [13, 14]. There are a few num-

ber of recent works which have been dedicated to the study of parabolic PDEs

on time-dependent spatial domains. In these studies, a variety of approaches

have been taken to establish existence and regularity properties of solutions

including the utilization of transformations which map the system onto a new

fixed spatial domain [15, 16, 17], while others have described the time evolution

of the spatial domain via continuously di↵erentiable di↵eomorphisms [8, 18].

Methods employed in several other works utilize variational and approxima-

tion methods to obtain results on the existence, uniqueness and regularity of

solutions [19, 20], while providing a general function space setting in which to

study the PDE operators in the context of infinite-dimensional systems theory.

Several other works have considered the control problem based on parabolic

PDE models with time-dependent spatial domains, using nonlinear and robust

control methods. However, only relatively few works have considered the con-

trol problem for PDEs defined on time-dependent spatial domains [21, 22, 23].
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In this work, we consider the optimal control of a general class of convection-

di↵usion-reaction parabolic PDEs defined on a time-varying spatial domain,

which is characterized by the unidirectional coupling of the underlying spatial

domain boundary motion to the temperature or concentration dynamics. The

functional analytic description of the PDE with time-dependent coe�cients,

which is defined on the time-dependent spatial domain with moving bound-

ary, yields the associated representation as an abstract linear nonautonomous

parabolic evolution system on an appropriately defined infinite-dimensional

function space. The analysis of the parabolic evolution operator enables the

representation of solutions to the linear system from the perspective of oper-

ator semigroups so that the optimal control problem can be handled by using

the tools of time-varying infinite-dimensional systems theory. The optimal

control problem is considered in the context of the Czochralski (CZ) crystal

growth process which is utilized for the production of semiconductor materials

for the microelectronics industry [24, 25, 26]. In this process large boules of

single crystals are growth from a melt via solidification at the crystal-melt

interface. The product quality is a↵ected by fluctuations in the crystal tem-

perature around a desired nominal distribution. To the authors knowledge,

the optimal control of the crystal temperature in the context provided in this

present work has not been studied.

This chapter is organized as follows: In Section 3.2 the function space

setting which reflects the domain’s time-varying nature is introduced. The

class of parabolic PDEs defined on the time-dependent spatial domain is in-

troduced in the Section 3.3 along with the CZ crystal temperature model. The

functional analytic description of the parabolic PDE and representation as a

nonautonomous parabolic evolution system is provided in Section 3.4. The
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optimal control problem is considered in the Section 3.5. Numerical simula-

tion results are provided in Section 3.6 and demonstrate the e↵ectiveness of

the regulator in the optimal stabilization of the temperature distribution in

the crystal domain with moving boundary. Finally, Section 3.7 concludes this

work with a brief summary of results.

3.2 Preliminaries

This section provides a brief description of the function space setting in which

the class of parabolic PDE defined on a time-varying spatial domain will be

considered [27, 19, 20, 28, 29].

Let {⌦
t

} be a family of continuous open bounded subsets of Rm where ⌦
t

varies in time t 2 [0, T ] according to the motion of the boundary @⌦
t

. The

variation of the sets is assumed to be C2-continuous in time and regular such

that the domain is never divided or penetrated. For ⌦ and � defined as:

⌦ =
[

t2[0,T ]

⌦
t

⇥ {t}, � =
[

t2[0,T ]

@⌦
t

⇥ {t} (3.2.1)

let ⌦ denote a fixed open set in Rm with smooth boundary @⌦ where ⌦
t

⇢ ⌦

for all t 2 [0, T ], and such that the cylinder ⌦ ⇥ [0 ⇥ T ] contains ⌦. For

each t 2 [0, T ], the set of all k-times continuously di↵erentiable functions in

⌦
t

= {⇠ 2 Rm : (⇠, t) 2 ⌦}, is denoted by Ck(⌦
t

), where k a non-negative

integer. The m-tuple of nonnegative integers ↵ = (↵
1

, . . . ,↵
m

) is a multi-

index, |↵| = ↵
1

+ · · ·+ ↵
m

and D↵ = @|↵|/(@⇠↵1
1

· · · @⇠↵m
m

) is the distributional

partial derivative. For f 2 Ck(⌦
t

) the functional k · k
k,p

, 1  p < 1 is defined
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as:

kfk
k,p

=

0

@

Z

⌦t

X

|↵|k

|D↵f |pd⇠

1

A

1/p

(3.2.2)

The Banach space Hk,p(⌦
t

) is the completion of {f 2 Ck(⌦
t

) : kfk
k,p

< 1}

with respect to the norm in Eq.3.2.2. The Hilbert space H0,2(⌦
t

) = L2(⌦
t

) is

equipped with the inner product:

h f, g i =
Z

⌦t

fg d⇠ for f, g 2 L2(⌦
t

), (3.2.3)

Let {�(t)} denote a family of functions defined on the subdomains ⌦
t

for every

t 2 [0, T ] which form an orthonormal basis of L2(⌦
t

) for every t 2 [0, T ], and

define the complement ⌦c

t

:= {⇠ 2 Rm : ⇠ 2 ⌦\⌦
t

} such that:

�(⇠, t) =

8

>

<

>

:

�(⇠) for ⇠ 2 ⌦
t

0 for ⇠ 2 ⌦c

t

(3.2.4)

In this way, the family of Hilbert spaces L2(⌦
t

) are precompact in L2(⌦),

generalized as L2(⌦
t

) ⇢ L2(⌦), and enables the use of the inner product

function on L2(⌦) where:

h�(t),�(t)i
L

2
(⌦)

=

Z

⌦

�(⇠, t)�(⇠, t)d⇠ =

Z

⌦

�(⇠)�(⇠)d⇠ +

Z

⌦

c
t

0 d⇠ = h�,�i
L

2
(⌦t)

Spaces involving functions of time 0  s  t  T and taking values in a Banach

space Z are denoted as: Ck([s, t],Z) := {f : [s, t] ! Z | f isCk-continuous},

and L2([s, t],Z) := {f : [s, t] ! Z | f ismeasureable and, (
R

t

s

kf(t)k2dt)1/2 <

1}. The Banach space of bounded linear operators from Z to Y is denoted

L(Z,Y) where L(Z,Z) = L(Z).
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3.3 Parabolic PDE on time-dependent spatial

domain

The class of parabolic PDE on time-dependent spatial domains considered in

this work arises from the continuum mechanics approach to the model formu-

lation via the Transport Theorem together with standard balance principles

[7], and yields a class of convection-di↵usion-reaction PDE characterized by

the presence of the boundary velocity in the PDE expression, which is asso-

ciated with a first order convective transport term. The model formulation is

provided in the following section [17].

3.3.1 Model formulation

Let ⌦ be a simple body in R3 (i.e. m = 3) with material points, X =

{X
1

, X
2

, X
3

} 2 ⌦, volume element dX and smooth boundary @⌦, spatial

points ⇠ = {⇠
1

, ⇠
2

, ⇠
3

} 2 R3 and volume element d⇠. Let ⌦
0

be the initial con-

figuration and ⌦
t

⇢ R3 be the configuration at time t 2 [0, T ], so that simple

motion (material velocity motion-deformation) from one body configuration

to another one can be described by introducing the following well defined

mapping.

Definition 3.3.1. The regular motion of ⌦ is determined by the continuous

mapping '
t

: ⌦ ! R3 such that ⇠ = '
t

(X) and ⌦
t

= '
t

(⌦), with continuous

inverse, '�1

t

: '
t

(⌦) ! ⌦. The material velocity of the motion V : ⌦ ! R3 is

defined by

V (X, t) = V

t

(X) =
@'

@t
(X, t) =

d

dt
'
X

(t) (3.3.1)

The spatial velocity of motion v : '
t

(⌦) ! R3 defines the spatial velocity field

v(⇠, t) with relation v(⇠, t) = V

t

� '�1

t

.
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The regularity of the motion defined in Definition 3.3.1 presumes that

⌦ is never divided or penetrated. Moreover, Definition 3.3.1 gives that the

evolution of ⌦ is described by the semi-flow (t � 0) property. In other words,

there is a collection of maps '
t,s

such that for each s and z, the integral curve

of flow t 7! '
t,s

(X) is given by '
t,s

� '
s,r

= '
t+r

for all r, s, t, such that

the configuration ⌦
t

at time t 2 [0, T ] can be described in terms of a fixed

configuration by change of variables [7]. Utilizing these general results, the

Transport Theorem for a time-dependent spatial domain is given as follows.

Proposition 3. Let z(⇠, t) be the bounded and continuous function on ⌦ for

all t 2 [0, T ], and continuous on @⌦
t

, which represents the temperature. The

rate of change of z : ⌦
t

⇥ [0, T ] ! R with respect to time in ⌦
t

is expressed as

C
p

d

dt

Z

⌦t

⇢(⇠, t)z(⇠, t)d⇠ =

C
p

Z

⌦t

⇢(⇠, t)

 

@z

@t
(⇠, t) + v(⇠, t) ·rz(⇠, t)

!

d⇠

(3.3.2)

where the density ⇢ : ⌦
t

⇥ [0, T ] ! R is bounded C1(⌦
t

) and satisfies @⇢

@t

(⇠, t)+

r · ⇢(⇠, t)v(⇠, t) = 0, (conservation of mass), and the specific heat capacity C
p

is constant.

Proof. The Jacobian of '
t

(X) is the determinant of the deformation gradient,

i.e. J(X, t) = det
�

@'

@X

(X, t)
�

and @J

@t

(X, t) = r · v(⇠, t) J(X, t). Under the

assumption that mass is conserved in ⌦
t

then D⇢

Dt

(⇠, t) + ⇢(z, t)r · v(⇠, t) = 0

where D(·)
Dt

= @
t

(·)+v ·r(·) is the material derivative operator, and by change



3.3. Parabolic PDE on time-dependent spatial domain 92

of variables

d

dt

Z

't(⌦)

⇢(⇠, t)z(⇠, t)dv =
d

dt

Z

⌦

⇢('
t

, t)z('
t

, t)J(X, t) dX

=

Z

⌦

✓

D⇢

Dt
('

t

, t)z('
t

, t)J(X, t) +

⇢('
t

, t)
Dz

Dt
('

t

, t)J(X, t) + ⇢('
t

, t)z('
t

, t)
@J

@t
(X, t)

◆

dX

=

Z

⌦

⇢('
t

, t)

 

@z

@t
('

t

, t) + v('
t

, t) ·rz('
t

, t)

!

J(X, t) dX

where ⌦ is fixed such that the di↵erentiation and integration operations may be

interchanged. Changing the variables back to ⇠ gives the result in Eq.3.3.2.

Recall that the Conservation Law describes the total heat balance in ⌦
t

as

C
p

d

dt

Z

⌦t

⇢ z d⇠ =

Z

@⌦t

rz · ⌫ ds+
Z

⌦t

gz d⇠

where ⌫ is the normal component of the surface element ds 2 @⌦
t

,  is the

thermal conductivity of the material, and g : ⌦ ⇥ t ! R is a continuous

function which represents the linearized internal reaction-generation factor.

Substituting the expression in Eq.3.3.2 to the L.H.S. and the application of

the Divergence theorem for the integral over @⌦
t

yields

C
p

Z

⌦t

⇢

 

@z

@t
+ v ·rz

!

d⇠ =

Z

⌦t

r · (rz) d⇠ +

Z

⌦t

gz d⇠ (3.3.3)

One can note that rz relates the flux over the boundary to the di↵erence

between z and the bulk temperature z
B

, which gives the generalized boundary
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condition on @⌦
t

Z

@⌦t

rz ds = C
p

Z

@⌦t

⇢v · (z � z
B

) ds (3.3.4)

From Eqs.3.3.3-3.3.4, the initial and boundary value problem describing the

dynamics of the temperature distribution in a region ⌦
t

undergoing deforma-

tion along a velocity field v(⇠, t) is given by

C
p

⇢
@z

@t
= r · (rz)� C

p

⇢v ·rz + gz in ⌦

rz = C
p

⇢v · (z � z
B

) on �

z = z
0

in ⌦
0

(3.3.5)

where z(⇠, 0) = z
0

(⇠) is the initial temperature distribution of the body ⌦
0

.

One can note in Eq.3.3.5 that the convective transport phenomena given by

v ·rz =
d⇠

i

dt

@z
i

@⇠
j

, i, j = {1, 2, 3}

arises from the domain deformation [7], and vanishes if the motion of ⌦ is

isochronic, i.e. ⌦
t

is constant for all t 2 [0, T ]. For the case in which the

material coordinates are fixed and only boundary undergoes motion, the ve-

locity field along which the boundary moves is a function of time v = v(t)

or a constant v = v when the boundary velocity does not change. In the

case when the boundary is time invariant, v = 0, ⌦
t

is fixed for all t 2 [0, T ],

and the above expression leads to the well known reaction-di↵usion parabolic

PDE system with fixed domain since neither internal material points nor the

boundary undergo motion. In the remainder of the chapter, we consider the

boundary motion as function of time, i.e. v = v(t).
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The previous assumption of conservation of mass which has been included

in the model derivation has another physical interpretation which is that the

density of the material entering (or leaving) the body is equal to the density

of the material present in the body (or across it’s boundary). In this case, one

can consider the density as a constant term in the expression of the Trans-

port Theorem in the Eq.3.3.2 and the subsequent initial and boundary value

problem in the Eq.3.3.5. In the remainder of the chapter, we will follow this

interpretation and consider the material density as a constant.

In general, one needs to introduce the most general type of boundary con-

ditions in the form provided in Eq.3.3.5 in order to account for the transport of

heat or concentration across the boundary interface which impacts the temper-

ature or concentration inside the material region. Also, one might consider a

combination of boundary conditions which reflect the process setup. However,

in this work, we relax this restriction and consider the boundary conditions to

be of homogeneous Neumann type which represent zero-flux across the bound-

ary interfaces.

3.3.2 General class of PDE

The general class of initial and boundary value problem in the Eq.3.3.5 with

natural boundary conditions given as homogeneous Neumann boundary con-

ditions is formally given by:

@z(⇠, t)

@t
+ A(⇠, t)z(⇠, t) = f(⇠, t) in ⌦

@z(⇠, t)

@⌫
= 0, on �

z(⇠, 0) = z
0

(⇠) in ⌦
0

(3.3.6)
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where z : ⌦
t

⇥ [0, T ] ! R represents the temperature within the region ⌦
t

with initial value z
0

2 L2(⌦
0

), ⌫ is the outward normal vector to ⇠ 2 �, and

f 2 Cr([0, T ], L2(⌦)), r � 0, is a prescribed non-homogeneous term. The

operator A(⇠, t) is defined as:

A(⇠, t)z := �
m

X

i,j=1

@

@⇠
i

✓

aij(⇠, t)
@z

@⇠
j

◆

+
m

X

i=1

vi(t)
@z

@⇠
i

+ g(⇠, t)z (3.3.7)

The coe�cients a(⇠, t) 2 L2(⌦), v(t) 2 Rm, and g(⇠, t) 2 L2(⌦) describe the

heterogeneous thermal conductivity or di↵usivity of the material, boundary

velocity, and linearized reactionary generation or consumption, respectively.

We assume that the operator in the Eq.3.3.7 satisfies the following:

E1. The operator A(⇠, t) is uniformly elliptic, i.e. there exists " > 0 such

that 8(⇠, t) 2 ⌦:

m

X

i,j=1

aij(⇠, t)⌘
i

⌘

j

� "|⌘|2, 8⌘ 2 Rm (3.3.8)

E2. The coe�cients ↵ij = {aij(⇠, t), vi(t), c(⇠, t)} are further assumed to be

su�ciently Hölder continuous in time, i.e. for s, t 2 [0, T ], and constants

L > 0 and � 2 (0, 1]:

|↵ij(⇠, t)� ↵ij(⇠, s)|  L|t� s|� (3.3.9)

The first-order terms @/@⇠
i

gives the vector field along which @⌦
t

flows such

that v(t) ·rz =
P

m

i=1

vi(t)@z/@⇠
i

represents the convective transport which is

due to the motion of the domain boundary. This first-order term characterizes

the class of operators in the Eq.3.3.7 and arises from the Transport Theorem



3.3. Parabolic PDE on time-dependent spatial domain 96

on time-dependent spatial domains given in the Eq.3.3.2.

3.3.3 CZ crystal temperature model

The class of PDE defined in the Eq.3.3.6 defined on time-dependent spatial

domain includes the PDE utilized to describe crystal temperature distribution

of the CZ crystal growth process depicted in Fig.3.1 [25, 26]. For simplicity,

we consider the 1-dimensional model on the time-dependent spatial domain

⌦
t

= (0, l(t)):

Pe
@z

@t
= r · 

r

rz � Pe v(t)
@z

@⇠
+ b(⇠, t)u(t) (3.3.10)

where z(⇠, t) is the crystal temperature, and the control term b(⇠, t)u(t) rep-

resents the heat input along the crystal length. The Peclet number Pe =

�v(t)

(a)

(c)

(d)

(b)

⇠ = l(t)

⇠ = 0

z(⇠, t)

(i) (ii) (iii) (iv)

Figure 3.1: CZ crystal growth process with components (a) furnace, (b) pulling
arm, (c) crystal, and (d) melt. Subfigures (i)-(iii) depict the crystal growth over
di↵erent time instances inside of the furnace. Subfigure (iv) depicts the crystal
temperature distribution z(⇠, t) on the interval ⇠ 2 [0, l(t)]. The boundary
velocity v(t) at ⇠ = l(t) is in the opposite direction of the crystal pulling.
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⇢C
p

v
0

R
c

/
s

is a dimensionless positive constant, with ⇢, C
p

, v
0

, R
c

and 
s

de-

noting the crystal density, heat capacity, nominal growth rate, crucible radius,

and thermal conductivity, respectively, and 
r

= 
c

/
s

is the scaled thermal

conductivity ratio with 
c

denoting the crystal conductivity. The model in

the Eq.3.3.10 is similar to the crystal temperature model used in [25] and [26]

with the exception that 
r

(z) = 
r

is taken as a constant in this work as it

is assumed that the thermal e↵ects on the crystal conductivity are negligible

due to the high crystal purity. The evolution of the crystal length l(t) is de-

termined by the action of a mechanical pulling arm which draws the crystal

from a pool of melt. The dynamics of the mechanical actuator are governed,

see for example [21], by the second order ordinary di↵erential equation:

M(t)
d2l̂(t)

dt2
+ c

dl̂(t)

dt
+ al̂(t) = f

mec

(t) (3.3.11)

where l(t) = l̂(t) + ", " > 0, l(t) 2 (0, l
max

), M(t) is the crystal mass which

increases as the crystal grows, a, c > 0 are the finite coe�cients of elasticity

and dampening of the rigid body system, and the input to this mechanical

subsystem is the finite and continuous force f
mec

(t) applied by the actuator.

The crystal pull rate at the side of the pulling arm at ⇠ = 0 determines

the velocity of the boundary at the side of the melt at ⇠ = l(t) such that

v(t) = �dl(t)/dt.

One can then note that the PDE in the Eq.3.3.10 is unidirectionally cou-

pled through the boundary velocity v(t) to the mechanical actuator drawing

the crystal from the melt, i.e. the crystal temperature dynamics does not de-

termine the rate of pulling such that the Eq.3.3.10 is a linear PDE with the

time-dependent coe�cient.
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Remark 3.3.2. The 1-dimensional PDE model is a simplification of the 3-

dimensional physical system and provides for the controller synthesis to focus

on the stabilization of the temperature gradient along the crystal length from

the side of the melt at ⇠ = l(t) to the side of the pulling arm at ⇠ = 0. Utilizing

this simplification also enables the system to be represented as a distributed

control problem, with input along the crystal length, rather than having to

consider the boundary control problem which introduces several complexities

related to having the input applied along the radius of the crystal.

3.4 Infinite-dimensional system representation

The initial and boundary value problem in the Eq.3.3.6 defined on the time-

dependent spatial domain is represented as an abstract nonautonomous evo-

lution system in the following way. Consider the strongly elliptic operator

A(⇠, t) in the Eq.3.3.7 which is associated with the family of linear operators

A(t), t 2 [0, T ], with the domain:

D(A(t)) := H1,2(⌦) \H2,2(⌦) (3.4.1)

For z(t) 2 D(A(t)) we define:

A(t)z := A(⇠, t)z (3.4.2)

The initial and boundary value problem in the Eq.3.3.6 is represented as a

nonautonomous evolution system on the state space L2(⌦):

dz(t)

dt
= A(t)z(t) + f(t), z(0) = z

0

(3.4.3)
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where z
0

2 L2(⌦
0

) denotes the initial state. In the case where the operator

A(t) = A is time-invariant, the solution of the nonhomogeneous initial value

problem in the Eq.3.4.3 is expressed in terms of the one-parameter semigroup

S(t), t � 0 of bounded linear operators on L2(⌦) which is generated by the

operator A : D(A) ! L2(⌦). In contrast to the autonomous case, the ex-

pression of the solution of the Eq.3.4.3 is given in terms of a two-parameter

semigroup U(t, s), 0  s  t  T . First we note that for each t 2 [0, T ],

the domain D(A(t)) := H1,2(⌦
t

) \H2,2(⌦
t

) is dense in L2(⌦
t

) ⇢ L2(⌦). It is

demonstrated in [30] that the assumptions E1 and E2 of the operator A(⇠, t)

yield the following properties of the associated operator A(t):

P1. For every t 2 [0, T ], the resolvent R(�, A(t)) = (� � A(t))�1 exists for

all � in the resolvent set ⇢(A(t)) � S
�

:= {� 2 C | arg �| < � , � 2

(⇡/2, ⇡]} [ {0} with Re�  0, and there exists a positive constants L
1

and C such that:

kR(�, A(t))k  L
1

|�|+ C
(3.4.4)

P2. For every s, t, ⌧ 2 [0, T ] there exist constants L
2

> 0 and ↵ 2 (0, 1] such

that:

k(A(t)� A(s))A(⌧)�1k  L
2

|t� s|↵ (3.4.5)

By [30, Chapter 5.6, Theorem 6.1,], there exists a unique solution to the

nonautonomous parabolic evolution equation in the Eq.3.4.3 which is expressed

in terms of a two-parameter semigroup of operators.
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Definition 3.4.1. A two-parameter semigroup U(t, s), 0  s  s  T is a

family of bounded linear operators on L2(⌦) which satisfies:

i) kU(t, s)k  C where C is a positive constant;

ii) (t, s) ! U(t, s) is continuous in the uniform operator topology for 0 

s  t  T ;

iii) For 0  s  r  t  T :

U(t, t) = I, U(t, s) = U(t, r)U(r, s);

and for 0  s  t  T :

@U(t, s)

@t
= A(t)U(t, s),

@U(t, s)

@s
= �U(t, s)A(s);

The two-parameter semigroup U(t, s) is often referred to as an evolution

operator due to the property iii) in Definition 3.4.1. The solution of the

nonhomogeneous Cauchy problem in the Eq.3.4.3 is then expressed as:

z(t) = U(t, s)z(s) +

Z

t

s

U(t, ⌧)f(⌧)d⌧ (3.4.6)

for all 0  s  t  T and z(s) 2 L2(⌦
s

).

Having the above properties and system representation, let us now consider

PDE model of the CZ crystal temperature dynamics given in the Eq.3.3.10.

In particular, the abstract properties P1 and P2 can be verified so that the

optimal control problem can be considered in the following section. We con-

sider that the boundary conditions imposed on the Eq.3.3.10 are homogenous
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Neumann boundary conditions:

@z

@⇠
(0, t) = 0,

@z

@⇠
(l(t), t) = 0 (3.4.7)

We recall that the model corresponds to the class of PDE system given in

the Eq.3.3.6 with the second-order term of the operator A(⇠, t) given by


0

(@2/@⇠2), where 
0

= 
r

/Pe. The solution of det(
0

� "̂) = 0 is "̂ = 
0

> 0,

such that the operator A(⇠, t) of the Eq.3.3.10 satisfies the strong ellipticity

condition E1. Moreover, the time-varying term is given by the boundary ve-

locity and governed by the second order ODE given in the Eq.3.3.11 such that

v(t) 2 C1([0, T ]) and satisfies E2. The operator A(⇠, t) is associated with the

family of operators:

A(t)z := 
0

d2z

d⇠2
� v(t)

dz

d⇠
(3.4.8)

with domain:

D(A(t)) =

⇢

z 2 L2(⌦) : z,
dz

d⇠
2 L2(⌦) are a.c.,

d2z

d⇠2
2 L2(⌦) and

dz

d⇠
(0) = 0,

dz

d⇠
(l(t)) = 0

�

(3.4.9)

where a.c. means absolutely continuous. Utilizing the standard transformation

found in [31] and [32] the operator A(t) is rewritten as:

A
S

(t)z =
1

r(⇠, t)

d

d⇠

✓

p(⇠, t)
dz

d⇠

◆

+ q(⇠, t)z (3.4.10)

where:

r(⇠, t) := exp

✓

�v(t)


0

⇠

◆

, p(⇠, t) = 
0

r(⇠, t), q(⇠, t) = 0 (3.4.11)
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One can observe that for each t 2 [0, T ] the operator A
S

(t) = A(t) in the

Eq.3.4.8 is the negative of a Sturm-Liouville operator which implies the fol-

lowing.

Proposition 4. For each t 2 [0, T ], the operator A(t) in the Eq.3.4.8 is the

infinitesimal generator of a C
0

-semigroup of bounded linear operators A(t) :

D(A(t)) ⇢ L2(⌦
t

) ! L2(⌦
t

).

The eigenvalues of A(t) in the Eq.3.3.10 and the adjoint operator A⇤(t) =


0

(d2/d⇠2) + v(t)(d/d⇠) are determined for each t 2 [0, T ] as:

�
n

(t) = �
0

✓

n⇡

l(t)

◆

2

� 1

2
0

v(t)2

2
(3.4.12)

For each t 2 [0, T ], the eigenvalues in the Eq.3.4.12 are real, simple and dis-

crete, such that the spectrum �(A(t)) consists of isolated eigenvalues {�
n

(t)}1
n=1

with finite multiplicity and no finite accumulation points, �(t) < 0 and {0} /2

�(A(t)). The corresponding eigenfunctions of A(t) are determined as:

�
n

(⇠, t) =

A
n

(t) exp

✓

v(t)

2
0

⇠

◆✓

cos

✓

n⇡

l(t)
⇠

◆

� v(t)

2
0

(n⇡/l(t))
sin

✓

n⇡

l(t)
⇠

◆◆

(3.4.13)

The coe�cients:

A
n

(t) =

s

2

l(t)

 

1 +

✓

v(t)

2
0

(n⇡/l(t))

◆

2

!� 1
2

(3.4.14)



3.4. Infinite-dimensional system representation 103

orthonormalize �
n

(⇠, t) = {�
n

(t)}
t2[0,T ]

with respect to the family of adjoint

eigenfunctions  
n

(⇠, t) = { 
n

(t)}
t2[0,T ]

determined as:

 
n

(⇠) = exp

✓

�v(t)


0

⇠

◆

�
n

(⇠, t) (3.4.15)

For each t 2 [0, T ], the eigenfunctions {�
n

(t)}
t2[0,T ]

and { 
n

(t)}
t2[0,T ]

form a

Riesz basis of L2(⌦
t

), continuously satisfy the boundary conditions given in

the Eq.3.4.7, and each forms a one dimensional eigenspace. By [33] for each t 2

[0, T ] the operatorA(t) is the infinitesimal generator of a C
0

-semigroup denoted

here as S
t

(s), s � 0, such that A(t) is closed and densely defined on L2(⌦
t

)

for each t 2 [0, T ] and the resolvent R
µ

(A(t), µ) = (A(t) � µ)�1 is compact

for µ 2 ⇢(A(t)) where the resolvent set is defined as ⇢(A(t)) := {�(t) 2 C :

(A(t)� �(t)) is one to one (A(t)� �(t))�1 : D(A(t)) ! D(A(t)) is bounded}.

Furthermore, S
t

(s) is injective, i.e. for z 2 L2(⌦
t

), S
t

(s)z = 0 implies that

z = 0 which means that S
t

(s) is invertible and A(t)�1 exists [34]. One can

observe from the expression in the Eq.3.4.12 that the eigenvalues are negative

for each s 2 [0, T ], v(t) 6= 0 such that:

kS
t

(s)k  Ce!s, ! = sup
n�1

s2[0,T ]

Re(�
n

(s)) < 0 (3.4.16)

for constant C � 0, which implies the system is stable for every 0  s  t  T .

Remark 3.4.2. One can notice that the moving boundary is manifested

in the expression of the eigenvalues in Eq.3.4.12 which are associated with

the dynamics of the system. In particular, the domain length l(t) and v(t)

each appear as time-varying terms in the expression and it is interesting to

notice the contribution of the term v(t)2/2 which resembles the kinetic energy

expression. In the case that the domain motion ceases, i.e. l(t) = l and



3.4. Infinite-dimensional system representation 104

v(t) = 0 the eigenvalues in the Eq.3.4.12 and the associated eigenfunctions

in the Eq.3.4.13, each simplify to the respective expressions of eigenvalues

and eigenfunctions which correspond to the Laplacian operator given by the

Eq.3.4.8 with v(t) = 0. That is, �
n

= (n⇡/l)2, �
n

=  
n

=
p

2/l cos(n⇡⇠/l),

and A(t) = A is the infinitesimal generator of the one-parameter semigroup:

S(t� s)z(s) =
1
X

n=1

e�0(n⇡/l)
2
(t�s)hz(s),�

n

i�
n

(3.4.17)

where S(t), t � 0 is the C
0

-semigroup of operators on L2(⌦) which is associated

with the standard heat equation.

Proposition 5. For all t 2 [0, T ] the operator A(t) in the Eq.3.4.8 satisfies

the properties P1 and P2.

Let the projection on the nth eigenfunction at time t be denoted as E
n

( · ) =

h · , (t)i�
n

(t). For each t 2 [0, T ] and z 2 D(A(t)):

R
µ

(A(t), µ)z = (A(t)� µ)�1z

=
X

n

(�
n

(t)� µ)�1E
n

(z)

 max
n

t2[0,T ]

(�
n

(t)� µ)�1

X

n

E
n

(z)

= max
n

t2[0,T ]

(�
n

(t)� µ)�1z

(3.4.18)

Then there exist positive constants L and k such that:

k(A(t)� µ)�1k  L(µ� k)�1 (3.4.19)
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which verifies the property P1. It follows that there exists a sector:

S
!

= {� 2 C : |arg�| < ⇡

2
+ !}\{0}, ! 2 (0, ⇡/2] (3.4.20)

contained in ⇢(A(t)) such that �(A(t)) ⇢ C\S
!

, which means that A(t) is a

sectorial operator for every t 2 [0, T ]. Then for all t 2 [0, T ], A(t) infinitesimal

generator of a family of analytic semigroups on L2(⌦) [12].

The property P2 is verified by again noting that {0} /2 �(A(t)), and that

A(t) has bounded inverse for all t 2 [0, T ], i.e. A(⌧)�1  L
1

with constant

L
1

> 0. Since v(t) 2 C1([0, T ]), direct calculation yields:

k(A(t)� A(s))A(⌧)�1zk
0,2

 L
1

k(v(s)� v(t))rzk
0,2

 L
2

|t� s|�krzk
0,2

 L
3

|t� s|�kzk
1,2

(3.4.21)

which demonstrates that the property P2 is satisfied. Furthermore, it is clear

that lim
t!T

k(A(t) � A(T ))A(0)�1k = 0. Then by [30, Chapter 5.8, Theorem

8.1,], the operator U(t, s) also satisfies:

kU(t, s)k  Ce��(t�s) (3.4.22)

for constants C � 0 and � > 0.

Finally, the infinite-dimensional system representation of parabolic PDE

model of the CZ crystal temperature regulation problem in the Eq.3.3.10 is

given by:
dz

dt
= A(t)z +B(t)u, z(0) = z

0

(3.4.23)
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where A(t) is the nonautonomous linear operator defined in the Eq.3.4.8 on

the state space Z = L2(⌦). We assume that the space of inputs is a separable

Hilbert space denoted as U and assume that u(t) 2 L2([0, T ],U) and denote the

operator B(t) 2 C([0, T ],L(U ,Z)) associated with b(⇠, t) 2 L2(⌦
t

) for every

t 2 [0, T ]. By Proposition 5 and by [30, Chapter 5.6, Theorem 6.1], there exists

a unique two-parameter semigroup U(t, s), 0  s  t  T defined in Definition

3.4.1 which is associated with the operator A(t) defined in the Eq.3.4.8. Then

the solution of the nonautonomous linear system in the Eq.3.4.23 is expressed

as:

z(t) = U(t, s)z
s

+

Z

t

s

U(t, ⌧)B(⌧)u(⌧)d⌧ (3.4.24)

In the following section we utilize the above abstract results as foundation for

the optimal control synthesis with the application to the CZ crystal tempera-

ture regulation problem.

Remark 3.4.3. One can consider the more general case of the boundary

conditions for the CZ crystal temperature problem:


@z

@⇠
(0, t) = 0, 

0

@z

@⇠
(l(t), t)� v(t)z(l(t), t) = 0 (3.4.25)

In this case, for each t 2 [0, T ], the eigenvalues are determined as solutions µ
n

of the transcendental equation:

tan(µ
n

l(t)) =
4

0

µ
n

v(t)

v(t)2 � 42
0

µ2

n

(3.4.26)

which for each t 2 [0, T ] yields a discrete eigenspectrum with correspond-

ing eigenfunctions similar to the expression in the Eq.3.4.13. The coe�cient

v(t) in the Eq.3.4.25 implies that D(A(t)) is time-dependent not only with
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respect to the domain motion at ⇠ = l(t), but also with respect to the coef-

ficients present at the boundary, i.e. D(A(t)) = {z 2 L2(⌦), z and dz/d⇠ 2

L2(⌦) are a.c., and (dz/d⇠)(0) = 0, 
0

(dz/d⇠)(l(t)) � v(t)z(l(t)) = 0}. The

case of time-dependent operator domainD(A(t)) with respect to time-dependent

coe�cients present in the imposed boundary conditions is studied in [12], and

requires the satisfaction of properties additional to the properties P1 and P2

(Section 3.4) in order to prove the existence of the two-parameter semigroup

associated with general nonautonomous parabolic operators [12, Chapter 6,

and references therein].

3.5 The optimal control problem

The finite-time horizon optimal control problem associated with the Eq.3.4.23

is given as the minimization of the cost functional:

J(z
0

; 0, T, u) =

Z

T

0

�

|C(⌧)z(⌧)|2 + |Ru(⌧)|2
�

d⌧ + hz(T ), Qz(T )i (3.5.1)

over all inputs u 2 L2([0, T ],U) subject to the Eq.3.4.23. The operator Q 2

L(Z) is self-adjoint and nonnegative and R 2 U is coercive. The output

measurements y(t) = C(t)z(t) are related to the states via the operator C(t) 2

C([0, T ],L(Z,Y)) where Y is a separable Hilbert space. The optimization

problem has the unique minimizing solution umin(t) such that the optimal pair

umin(t) 2 C([0, T ];U) and zmin(t) 2 C1([0, T ];Z)\C([0, T ];D(A(t)) are related

by the feedback formula:

umin

t2[0,T ]

(t) = �R�1B⇤(t)⇧(t)z
min

(t) (3.5.2)
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with the optimal cost related to the initial state as J(z
0

; 0, T, umin) = h⇧(0)z
0

, z
0

i.

The operator ⇧(t) 2 L(Z) is the strongly continuous, self adjoint, nonnegative

solution of the di↵erential Riccati equation:

d

dt
⇧(t) + A⇤(t)⇧(t) + ⇧(t)A(t)

� ⇧(t)B(t)R�1B⇤(t)⇧(t) + C⇤(t)C(t) = 0

(3.5.3)

with final condition ⇧(T ) = Q [35]. The mild form expression of the Eq.3.5.3

is given in terms of U(t, s) as:

⇧(t)z = U⇤(T, t)QU(T, t)z
0

+

Z

T

t

U⇤(⌧, t)C⇤(⌧)C(⌧)U(⌧, t)zd⌧

�
Z

T

t

U⇤(⌧, t)⇧(⌧)B(⌧)R�1B⇤(⌧)⇧(⌧)U(⌧, t)zd⌧

(3.5.4)

Having the above expressions for the operator ⇧(t), we consider the optimal

control problem for the CZ crystal temperature regulation problem in this

context. First, one can note that the operator A(t) in the Eq.3.4.8 is non-self

adjoint for v(t) 6= 0. The eigenfunctions �
n

(t), n 2 N in the Eq.3.4.13 is the set

of eigenfunctions of A(t) which form an orthonormal basis of L2(⌦
t

) for each

t 2 [0, T ], and correspond to the family of eigenvalues �
n

(t) in the Eq.3.4.12.

Similarly, the eigenfunctions of the adjoint A⇤(t) are denoted  
n

(t), n 2 N, and

are related to �(t) by the weight function r(⇠, t) such that �(t) = r(⇠, t) (t)

and h�
n

(t), 
m

(t)i
r

=
R

⌦t
r(⇠, t)�

n

(t)�
m

(t)d⇠ = �
nm

where �
nm

= 1 if n = m

and �
nm

= 0 otherwise, for each t 2 [0, T ]. We consider the di↵erential Riccati
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equation in the Eq.3.5.3 in the inner product form:

d

dt
h�

n

(t),⇧(t)�
m

(t)i
r

+ hA(t)�
n

(t),⇧(t)�
m

(t)i
r

+ h�
n

(t),⇧(t)A(t)�
m

(t)i
r

+ hC(t)�
n

(t), C(t)�
m

(t)i
r

� h⇧(t)B(t)R�1B⇤(t)⇧(t)�
n

(t),�
m

(t)i
r

= 0

(3.5.5)

with h�
n

(T ),⇧(T )�
m

(T )i
r

= h�
n

(T ), Q�
m

(T )i
r

. For simplicity, let R = I,

B(t) = I and C(t) = I, so the Eq.3.5.5 becomes the system of infinitely many

quadratic, nonlinear and nonautonomous ordinary di↵erential equations:

⇧̇
nn

(t) + 2�
n

(t)⇧
nn

(t)� ⇧2

nn

(t) + 1 = 0 (3.5.6)

with final value ⇧
nn

(T ) = Q
nn

. In order to solve the nonlinear ODE in the

Eq.3.5.6, we first reorder the time index by taking ⌧ = T � t so that the

Eq.3.5.6 becomes an initial value problem with the initial value ⇧
nn

(0) = Q,

and secondly apply Radon’s Lemma [36] which yields the time-varying linear

system:

d

dt

0

@

V

W

1

A =

0

@

��
n

(⌧) 1

1 �
n

(⌧)

1

A

0

@

V

W

1

A (3.5.7)

with initial values V (0) = 1 and W (0) = Q
nn

. If ( V W )T is a solution of

the Eq.3.5.7 then WV �1 = ⇧
nn

(t) is a solution of the Eq.3.5.6. There is a large

number of works on the existence and properties of solutions to the general

di↵erential Riccati equation in Eq.3.5.3 and in the form of the Eq.3.5.7 [36,

see, for example,]. An explicit solution for ⇧
nn

(t) can be readily determined

for the Eqs.3.5.6-3.5.7 in the case of autonomous systems [34]. In contrast, the

present nonautonomous case does not admit such an analytic solution which
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is due to the time-dependence of the eigenvalues �
n

(t) of the operator A(t)

which appear in the Eqs.3.5.6-3.5.7. However, one can notice that each of the

time-varying terms for the domain length l(t) and the boundary velocity v(t)

appear in the expression of �(t) in the Eq.3.4.12, and because the solution

operator ⇧(t) is determined from the Eqs.3.5.6-3.5.7 which are dependent on

the eigenvalues �
n

(t), then the optimal control law in the Eq.3.5.2 is influenced

by the underlying spatial domain motion itself.

Remark 3.5.1. One can consider a di↵erent type of control problem for the

PDE system in the Eq.3.3.6 in which the distributed control within the domain

is replaced by boundary actuation. That is, the boundary condition imposed

on the PDE in the Eq.3.3.6 is given by:

@z

@⌫
= u(⇠, t) on � (3.5.8)

which corresponds to the Neumann boundary control problem with input func-

tion u(⇠, t) applied at @⌦ of the time-dependent spatial domain. Several works

including [10, 13] have considered this type of control formulation and the as-

sociated optimal control problem for nonautonomous parabolic systems on

fixed spatial domains [14, 35, see, for example,]. The boundary control setup

introduces several complexities arising from the definition of the input on the

time-varying boundary. Additional regularity assumptions are required of the

PDE system, operator coe�cients, and the spatial domain itself [14]. The

reconciliation of these results towards the present formulation of the PDE

on time-dependent spatial domain and associated nonautonomous evolution

system representation is omitted in this work.



3.6. Numerical results 111

3.6 Numerical results

In order to demonstrate the application of the regulator formulation for the CZ

crystal temperature control problem, we consider a situation in which there

exists a perturbation of the crystal temperature around a desired distribution.

The control objective is to stabilize the temperature at the nominal zero distri-

bution by utilizing the optimal control law determined in the previous sections.

The crystal pulling is realized by standard finite-dimensional optimal control

synthesis applied to the system in the Eq.3.3.11, with M = 1.95, c = 2.5 and

a = 2. The crystal is being drawn from a melt at a velocity v(t) such that

spatial domain change is due to the motion of the boundary at the melt side,

⇠ = l(t). The evolution of the domain length l(t) and the boundary velocity

v(t) is depicted in Fig.3.2 with simulation time interval taken as t 2 [0, 100]

which represents 10 minutes of processing time. The initial crystal length at

t = 0 is 15.84 cm with a dimensionless value of l(0) = 2.64 units. The total

change in the crystal length during the simulation time interval is 0.16 units

or 0.96 cm, such that at t = 100 the final length of the crystal is l(100) = 2.8

units or 16.8 cm, which gives an average growth rate of 5.76 cm per hour

during the simulation time [25].

The Galerkin method is implemented in the modal decomposition of the

PDE system in the Eq.3.3.10 utilizing a finite set of N = 10 basis functions

chosen as the time-dependent set of eigenfunctions in the Eqs.3.4.13-3.4.15 [21].

Increasing N did not result in a significant change in the system dynamics.

The Peclet number and scaled thermal conductivity ratio in the Eq.3.3.10 are

given by Pe = 0.1 and 
r

= 0.175, respectively [24]. The input operator B(t) =

B 2 L(R, L2(0, l(t))) is parameterized by the function b(⇠) = (1/2")�̂
[⇠c�",⇠c+"]

where �̂
[a,b]

= 1 for a < ⇠ < b and �̂
[a,b]

= 0 otherwise [34]. The fixed input
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Figure 3.2: Crystal length l(t) and boundary velocity v(t).

location is taken at ⇠
c

= 0.875. Similarly, the output operator C(t) = C 2

L(L2(0, l(t)),R) is parameterized by a similar function c(⇠) and the output

measurements are taken at ⇠
o

= 2.00. The optimal input in the Eq.3.5.2 is

calculated from the solution of the Eq.3.5.3 with parameters Q = 75 I
Nc⇥Nc

and R = 0.05. The first N
c

= 3 modes were utilized in the calculation in order

to synthesize a low-dimensional controller and prevent the occurrence of the

peaking phenomenon due to high-gain feedback [37]. The crystal temperature

evolution z(⇠, t) is shown in the Fig.3.4 with stationary boundary at ⇠ = 0 and

moving boundary at ⇠ = l(t) having the profile shown in the Fig.3.2.

The initial temperature distribution at t = 0 shows a gradient along the

crystal length with a higher temperature on the side of the melt at ⇠ = l(t)

relative to the side at ⇠ = 0. One can see from the Fig.3.4 the influence of the

input around the input location at ⇠
c

= 0.875 on the temperature distribution

throughout the domain. The calculated input profile u(t) decreases for all

t 2 [1, 100] as shown in the Fig.3.3, and one can observe that the input to
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the system converges towards zero as the temperature along the crystal length

is stabilized around the nominal zero distribution of z(⇠, t) = 0. The total

energy profiles of the open and closed loop systems is shown in the Fig.3.4 and

illustrates the e↵ect of the input on the total system energy evolution relative

to the open-loop system with no heat input.

0

20
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80

0 25 50 75 100

kz(⇠, t)k

t

0
20
40
60
80
100

0 25 50 75 100

u(t)

t

closed-loop
open-loop

Figure 3.3: (Top) Optimal input applied to the crystal at ⇠
c

= 0.875. (Bottom)
Total open and closed loop system energy.

3.7 Summary

In this chapter we have considered the optimal control formulation for a class

of PDEs defined on time-dependent spatial domains where the boundary mo-

tion is unidirectionally coupled to the dynamics of the convection-di↵usion-

reaction process. The results presented in this work include the introduction of

a function-space framework for time-dependent spatial domains, and the PDE
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properties which enable the representation of the control problem as an ab-

stract nonautonomous parabolic evolution system. The analysis of the nonau-

tonomous parabolic operator demonstrate the existence of the associated two-

parameter semigroup by which the solutions of the nonautonomous infinite-

dimensional system is provided. These results enabled the optimal control

problem to be considered in the context of time-varying infinite-dimensional

systems theory. The direct application of the results to the Czochralski crystal

growth process crystal temperature regulation problem with numerical results

demonstrated the e↵ectiveness of the regulator formulation.

0 20 40 60 80 0.0

1.0

2.0

3.0
-4.0

-2.0

0.0

2.0

4.0

6.0

t
⇠

z(⇠, t)

Figure 3.4: Crystal temperature evolution in the time-dependent spatial do-
main with input applied at ⇠

c

= 0.875.
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Chapter 4

Optimal control of
convection-di↵usion process
with time-varying spatial
domain: Czochralski crystal
growth process

The material presented in this chapter has been published as the following:

[1] J. Ng and S. Dubljevic, “Optimal control of convection-di↵usion

process with time-varying spatial domain: Czochralski crystal growth,”

Journal of Process Control, vol. 21, no. 10, pp. 1361-1369, 2011.

4.1 Introduction

A large number of industrial systems exhibit time-varying features in which

certain parameters of the system change over the course of the process. The

methods employed in the formation and treatment of materials may result in,
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for example, chemical reactions, phase transitions, deformations or a combina-

tion of these behaviours, and therefore introduce complexities in model-based

controller design. The Czochralski (CZ) crystal growth process, utilized for

the production of semiconductor materials for the microelectronics industry,

is a prime example in which a time-dependent feature of the system is the

change in material domain and is the motivating example behind our study.

In the CZ crystal growth process, large boules of single crystals, typically

Si, GaAs, InP, and CdTe, are formed in a thermal environment, whereby a

seed crystal is slowly drawn from a pool of melt by a mechanical pulling arm.

The material growth by solidification at the crystal-melt interface is a↵ected

by variations in the thermal fields of the ambient and melt temperatures,

as well as the rate of pulling. These conditions are significant factors which

contribute to the overall product quality where the objective of the batch

processing strategy is to yield high-purity, defect and dislocation free crystals

with constant diameter. The latter specification is vulnerable to fluctuations

in heat transfer caused by turbulent convection in the melt environment, and

also to longer term disturbances in the ambient temperature and changes in

the melt level.

The complexity in modelling the dynamics of the CZ crystal growth pro-

cess is reflected in the numerous works dedicated to the analyses of the multi-

physics system which include studies of the transport phenomena associated

with the crystal temperature, crystal-melt interface, melt dynamics, and crys-

tal pull rate. A more complete survey of the modelling and dynamical analyses

of the process is contained in the review articles [2, 3], which also describe the

uses and challenges in the design and implementation of active control method-

ologies for single crystal growth. For example, the maintenance of the crystal

shape is a subject of considerable interest. Several controlled growth methods
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are based on models which incorporate the relationships between the crystal,

ambient and melt temperatures, and have led to proposed strategies in which

diameter control is achieved via combinations of crucible heater, bottom heater

and crystal pull rate actuation [4, 5, 6].

Another important control problem which has garnered less attention is the

regulation of the crystal temperature distribution during the process which is

important in counteracting the fluctuations in the rate at which the crystal

cools which can cause large thermoelastic stresses leading to micro-defect and

dislocation generation [7, 8]. The transport phenomena models of the crystal

temperature dynamics are determined through mass and energy balance re-

lations which yield parabolic partial di↵erential equations (PDEs) defined on

time-varying spatial domains [6]. In the process control field there are sev-

eral works which consider various model representations and control strategies

for parabolic PDEs with time-varying spatial domains along with di↵erent

control objectives which include the temperature regulation problem using ro-

bust control methods [9], the boundary stabilization by manipulation of the

temperature field [10], and the inverse Stefan problem in which the bound-

ary evolution is known a priori [11]. Another approach considers the optimal

stabilization of the temperature distribution of a material, for example in an-

nealing type processes, by varying the spatial domain in which the domain

motion is described by a finite-dimensional mechanical subsystem [12, 13].

Motivated by the complexity of the process of crystal growth, in this work

we provide a model development for the parabolic PDE on the time-varying

spatial domain, and consider the optimal control formulation for the CZ crys-

tal temperature regulation problem. As previously mentioned, it is of interest

to control the rate at which the crystal cools in order to prevent material

defects and dislocation generation and it is also of interest to stabilize the
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rate of pulling around some desired value. Therefore, the optimal regulation

of the temperature distribution in the time-varying spatial domain around a

pre-specified nominal distribution is required. The system is characterized by

the unidirectional coupling of the domain motion, which is determined by the

mechanical pulling which draws the crystal from the melt with dynamics de-

scribed by a second order ODE, to the parabolic PDE system which describes

the transient temperature of the crystal region. The controller synthesis for

the crystal temperature regulation problem is considered from the perspec-

tive of infinite-dimensional systems theory whereby the PDE is represented

as an evolutionary equation on an appropriately defined function space with

nonautonomous operator which generates a two-parameter semigroup. In this

form, the control problem is considered using linear-quadratic optimal con-

trol theory for nonautonomous infinite-dimensional systems. To address the

issue of practical realization, the finite-dimensional system representation of

the PDE system is obtained, and we consider the simultaneous control prob-

lem of the crystal temperature regulation and the stabilization of the domain

motion around a nominal steady state value. A low order controller for the

crystal temperature regulation problem is proposed and numerical results are

provided including the comparison of the optimal controller to conventional

proportional controllers.

This chapter is organized as follows: In Section 4.2 the boundary evolution

due to the mechanical pulling arm is described in terms of a second order

ODE and the crystal temperature dynamics are described by a parabolic PDE

defined on the time-varying spatial domain. In Section 4.3, the PDE is repre-

sented as an abstract evolution equation on an infinite-dimensional space with

nonautonomous parabolic operator which generates a two-parameter semi-

group. This representation enables the use of time-varying infinite-dimensional
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systems theory to pose the time-varying optimal control problem in Section

4.4. In Section 4.5, the finite-dimensional system representation of the PDE

is determined and augmented with the mechanical pulling arm subsystem, to

facilitate the numerical implementation of the control problem for the tem-

perature regulation and domain motion. The optimal control synthesis of the

augmented system is presented and numerical results are provided in Section

4.6. Finally, Section 4.7 concludes the chapter with a summary of results.

4.2 Model description

The crystal region is considered as an axisymmetric and time-varying spatial

domain with unit radius R
c

= 1 and length l(t). The spatial domain motion

is due to the crystal pull rate v(t) which determines the growth in the crystal

at the boundary ⇠ = l(t) where l(t) > 0 is the crystal length, see Fig.4.1. The

boundary evolution is determined by a mechanical actuator pulling the crystal

from the melt. In practice the crystal pull rate is slow, and we approximate the

dynamics of the mechanical subsystem around some nominal pull rate by the

second order ordinary di↵erential equation (ODE) for rigid body mechanics:

m
s

d2l̃

dt2
+ a

d

dl̃

dt
+ b

e

l̃ = f
mec

(4.2.1)

where m
s

, a
d

and b
e

are finite and represent constant mass, damping, and

elastic coe�cients of the rigid body system, f
mec

is the force applied by the

actuator, and l̃(t) is the deviation form of l(t).

The function z : ⌦ ⇥ [0, T ] ! R represents the temperature of the time

dependent spatial domain, denoted ⌦ := {(r, ⇠) : 0 < r < 1, 0 < ⇠ < l(t)} at

some time t 2 [0, T ], around the desired nominal distribution in dimensionless
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@⌦|
r=0

@⌦|
r=Rc

@⌦|
⇠=0

@⌦|
⇠=l(t)

l(t)

r

�v(t)

z(r, ⇠, t)

(crystal-melt interface)

u(t)

(heat source)

Figure 4.1: Cutaway of general process diagram of axisymmetric cylindrical
slab with radius R

c

, length l(t), and temperature distribution z(r, ⇠, t) for
(r, ⇠) 2 ⌦ at time t 2 [0, T ]. The spatial domain time-dependence is due to
the change in the boundary at @⌦|

z=l(t)

which is moving with velocity v(t). The
temperature distribution of the slab is regulated by heat input u(t) applied to
the boundary at @⌦|

r=1

.

form with dynamics described by the parabolic PDE model:

Pe
@z

@t
= r · 

s

rz � Pe v(t)
@z

@⇠
in ⌦ ⇥ (0, T ]

z(r, ⇠, 0) = z
0

(r, ⇠) in ⌦

(4.2.2)

where z
0

(r, ⇠) is the initial condition. The Peclet number Pe = v
0

R
cruc

C
p

⇢
c

> 0

is the dimensionless variable with constants v
0

, R
cruc

, and C
p

denoting the

nominal pull rate, scaled crucible radius and crystal specific heat capacity, re-

spectively. It is assumed that as the crystal is pulled from the melt, solidifica-

tion at the solid-melt interface results in a crystal structure of constant density

⇢
c

. The Eq.4.2.2, which is derived in the Appendix 4.8, is similar to the model

utilized in [6] and [14] with the exception that the scaled thermal conductivity
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in these works is a function of the temperature, i.e. 
s

= 
s

(z). In this work

it is assumed that the thermal e↵ects on 
s

are su�ciently small due to the

high crystal purity such that 
s

is homogeneous and constant throughout ⌦

for all t 2 [0, T ]. One can notice that the PDE in the Eq.4.2.2 is characterized

by the presence of the boundary velocity term v(t). In particular, the convec-

tive transport term v(t)@z/@⇠ is due to the underlying spatial domain motion

which vanishes if the domain motion becomes isochronic, and is time-invariant

if the pull rate is constant.

The crystal temperature at the crystal-melt interface is assume to be equal

to the melt temperature, and similarly across the crystal-ambient temperature

fields [6]. Then the boundary conditions imposed on the Eq.4.2.2 are expressed

as:
@z

@n

�

�

�

�

�

@⌦

= 0, on @⌦ ⇥ (0, T ] (4.2.3)

where n is the unit outward normal to @⌦.

Remark 4.2.1. One can impose more general boundary conditions of the

Robin type which will not substantially change the results of the subsequent

sections except that the eigenfunctions in the Eq.4.3.9 with the associated

eigenvalues in the Eq.4.3.11 will not be analytically expressed.

4.3 Infinite-dimensional system representation

The optimal control formulation proposed in the subsequent section requires

the representation of the PDE in Eq.4.2.2 as an evolution system on some

appropriate Banach space. In order to handle the time-dependence of the

spatial domain, the following function space description provides a suitable

framework such that the representation of the PDE in Eq.4.2.2 can be handled



4.3. Infinite-dimensional system representation 127

using standard infinite-dimensional systems theory.

4.3.1 Function space description

Let Z and Y denote two general Banach spaces and L(Z,Y) denotes the space

of bounded linear operators T : Z ! Y and L(Z) = L(Z,Z). At some time

t 2 [0, T ], the spatial domain ⌦ ⇢ R2 is a bounded open set with smooth

boundary @⌦. The largest spatial domain configuration is denoted ⌦ ⇢ R2

where for all t 2 I
j

, I
j

⇢ [0, T ], there is a sequence of subdomains {⌦
j

} ⇢ R2

such that ⌦
j1 ⇢ ⌦

j2 ⇢ · · · ⇢ ⌦ for each j. The space L2(⌦
j

) of measurable

functions �(r, ⇠, t) and  (r, ⇠, t) with
R

⌦

|�|2dµ < 1 at each time t 2 I
j

, is a

Hilbert space with inner product:

h�, i
L

2
(⌦j)

=

Z

⌦j

↵
j

� dr d⇠ (4.3.1)

where:

↵
j

(t) =

8

<

:

1 t 2 I
j

0 t /2 I
j

(4.3.2)

That is, L2(⌦
j

) forms a family of function spaces for � and  defined for

each t 2 I
j

and is generalized as follows: For spatial domain ⌦ at some time

t 2 [0, T ] the L2(⌦) inner product h · , · i is given by:

h�, i =
Z

⌦

↵(t)�(r, ⇠, t) (r, ⇠, t)drd⇠ (4.3.3)
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4.3.2 Nonautonomous evolution system representation

The PDE in the Eq.4.2.2 is expressed as:

@z

@t
= A(r, ⇠, t)z (4.3.4)

with the boundary conditions in the Eq.4.2.3. In cylindrical coordinates, the

operator A(r, ⇠, t) is defined as:

A(r, ⇠, t)z :=
1

r

@

@r

✓


0

r
@z

@r

◆

+ 
0

@2z

@⇠2
� v(t)

@z

@⇠
(4.3.5)

for 
0

= 
s

/Pe. The expression of the PDE in the Eq.4.3.4 as an abstract

evolution system requires the establishment of the following properties. For

each t 2 [0, T ], the coe�cients of the principle part of the operator A(r, ⇠, t)

satisfy:


0

(⌘2
1

+ ⌘2
2

) 6= 0, for all (⌘
1

, ⌘
2

) 6= (0, 0) 2 ⌦ (4.3.6)

which is equivalent to 2
0

> 0 since 
s

and Pe are each positive. The Eq.4.3.6

implies that there are no real characteristics of the operator A(r, ⇠, t) given in

the Eq.4.3.5 such that:

E1. The operator A(r, ⇠, t) is an elliptic operator of second order for each

t 2 [0, T ].

The description of the boundary motion with dynamics governed by the second

order ODE in the Eq.4.2.1 implies that:

E2. The boundary velocity v(t) is a smooth function (su�ciently Hölder

continuous) which satisfies:

|v(t)� v(s)|  L|t� s|� (4.3.7)
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for s, t 2 [0, T ] and constants L > 0 and � 2 (0, 1].

It is known from [15, Chapter 7.6, Lemma 6.1,] that the properties E1-E2 are

su�cient in the expression of the initial and boundary value problem in the

Eq.4.3.4 as an abstract evolution system on the infinite-dimensional function

space L2(⌦) with solution provided in terms of a two-parameter semigroup.

In order to obtain the explicit expression of this two-parameter semigroup,

the eigenfunctions and eigenvalues of the operator A(r, ⇠, t) and the adjoint

A⇤(r, ⇠, t) are determined by standard methods (e.g. separation of variables)

and application of the appropriate boundary conditions at each t 2 [0, T ]. For

0  r  1, the eigenfunctions are determined as:

�(1)

m

(r) =

p
2

J
0

(↵
m

)
J
0

(↵
m

r) (4.3.8)

for m 2 N, where J
p

are Bessel functions of the first kind and pth order, and

↵
m

= {0, 3.83, 7.016, 10.173, 13.323 . . . } are the mth zeros of J
1

. The functions

�
(1)

m

(r) in the Eq.4.3.8 are orthonormal to the eigenfunctions  (1)

m

(r) := r�
(1)

m

(r)

of the corresponding adjoint operator. For 0  ⇠  l(t) and each t 2 [0, T ],

the eigenfunctions are determined as:

�(2)

n

(⇠, t) = A
n

e
1
2

�1
0 v(t)⇠

0

@cos

✓

n⇡

l(t)
⇠

◆

� 1

2
�1

0

v(t)
⇣

n⇡

l(t)

⌘ sin

✓

n⇡

l(t)
⇠

◆

1

A

A
n

(t) =

s

2

l(t)

0

@1 +

0

@

v(t)

2
0

⇣

n⇡

l(t)

⌘

1

A

2

1

A

� 1
2

(4.3.9)

for n 2 N and are orthonormal to the adjoint eigenfunctions  (2)

n

(⇠) =

exp(��1

0

v(t)⇠)�(2)

n

(⇠). We remark here that the notations (1) and (2) are uti-

lized only to distinguish arguments of the functions �(1)(r) and �(2)(⇠, t). The
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family of eigenvalues {⇤
mn

(t)}
t2[0,T ]

, m,n = 1, 2, . . . of the operator A(r, ⇠, t)

and adjoint A⇤(r, ⇠, t) are:

⇤
mn

(t) = �
n

(t)� 
0

↵2

m

(4.3.10)

where,

�
n

(t) = �
0

✓

n⇡

l(t)

◆

2

� 1

2
�1

0

v(t)2

2
(4.3.11)

which correspond at each t 2 [0, T ] to the set of eigenfunctions of the operator

A(r, ⇠, t):

�
mn

(r, ⇠, t) := �(1)

m

(r)�(2)

n

(⇠, t) (4.3.12)

and the adjoint A⇤(r, ⇠, t):

 
mn

(r, ⇠, t) :=  (1)

m

(r) (2)

n

(⇠, t) (4.3.13)

For all t 2 [0, T ], the eigenfunctions in the Eqs.4.3.12-4.3.13 form a family

of time-dependent functions {�
mn

(t)}
t2[0,T ]

and { 
mn

(t)}
t2[0,T ]

which form an

orthonormal basis of L2(⌦), and at each t 2 [0, T ], correspond to the family

of time-dependent functions {⇤(t)}
t2[0,T ]

.

Consider the family of linear operators A(t), t 2 [0, T ] which is associated

with the operator A(r, ⇠, t) in the Eq.4.3.5. The domain of A(t) is defined as:

D(A(t)) :=

⇢

z 2 L2(⌦), z, z
r

, z
⇠

are a.c., z
rr

, z
⇠⇠

2 L2(⌦)

z
r

|
r=0

= 0, z
r

|
r=1

= 0, z
⇠

|
⇠=0

= 0, z
⇠

|
⇠=l(t)

= 0

�

(4.3.14)
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where z
r

, z
rr

denote the first and second order partial derivatives with respect

to r, respectively (similarly for z
⇠

and z
⇠⇠

), and a.c. means absolutely contin-

uous. Then for z(t) 2 D(A(t)), we define:

A(t)z := A(r, ⇠, t)z (4.3.15)

The initial and boundary value problem in the Eq.4.3.4 is expressed in terms

of the nonautonomous evolution system:

dz

dt
= A(t)z, z(0) = z

0

(4.3.16)

where the operator A(t) : D(A(t)) ⇢ L2(⌦) ! L2(⌦) in the Eq.4.3.14, satisfies

the following properties [15, Chapter 5.6]:

F1. For every t 2 [0, T ], the resolvent R(�, A(t)) exists for all � with Re�  0

and

R(A(t), µ)  max
m,n,t2[0,T ]

(⇤
mn

(t)� µ)�1 (4.3.17)

which gives that kR(A(t),�)k  L
1

(|µ |+ 1)�1. Then A(t) is a sectorial

operator of L2(⌦) for every t 2 [0, T ].

F2. Since {0} 6= �(A( · )) for all t 2 [0, T ] the operator A(t) has a bounded

inverse A(t)�1 on L2(⌦) such that

�

�(A(t)� A(s))A(⌧)�1

�

�  L
2

|t� s|↵ (4.3.18)

for s, t, ⌧ 2 [0, T ], and constants L
2

> 0 and ↵ 2 (0, 1].
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Then by [15, Chapter 5.1; Chapter 5.6, Theorem 6.1] the solution of the non-

homogeneous initial value problem in the Eq.4.3.16 is expressed as:

z(t) = U(t, s)z
0

, 0  s  t  T (4.3.19)

where U(t, s) is a unique two-parameter semigroup with analytic expression

provided in the following Theorem 4.3.1.

Theorem 4.3.1. The eigenfunctions in the Eqs.4.3.12-4.3.13 form a family of

time-dependent functions with members denoted as �
mn

(t) = �
(1)

m

(r)�(2)

n

(⇠, t)

and  
mn

(t) =  
(1)

m

(r) (2)

n

(⇠, t) and at each t 2 [0, T ], correspond to the family

of time-dependent functions {⇤(t)}
t2[0,T ]

with members ⇤
mn

(t) 2 C1([0, T ]).

For D(A(t)) given in the Eq.4.3.14, consider the operator A(t) : D(A(t)) !

L2(⌦) defined as:

A(t) :=
1
X

m,n=1

F
mn

(t)h · , 
mn

(t)i�
mn

(t)

with

F
mn

(t) =

⇢

t
d

dt
�
n

(t) + �
n

(t)� 
0

↵2

m

�

�(2)

n

(t) +
@

@t
�(2)

n

(t)

�

�(2)

n

(t)�1

(4.3.20)

The operator A(t) : D(A(t)) ⇢ L2(⌦) ! L2(⌦) is the infinitesimal generator

of the two-parameter semigroup U(t, s) defined as:

U(t, s)z(s) :=
1
X

m,n=1

e⇤mn(t)t�⇤mn(s)shz(s), 
mn

(s)i�
mn

(t) (4.3.21)

for 0  s  t  T and z(s) 2 L2(⌦).
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To demonstrate thatA(t) is the infinitesimal generator of the two-parameter

semigroup U(t, s), ones needs to check if the operator U(t, s) satisfies the fol-

lowing: G1. U(t, s) is bounded; G2. U(t, t) = I, U(t, s) = U(t, s⇤)U(s⇤, s) for

0  s  s⇤  t  T ; and G3. U(t, s) is di↵erentiable for 0  s  t  T with:

@U(t, s)

@t
= A(t)U(t, s) and

@U(t, s)

@s
= �U(t, s)A(s)

which are verified in the Appendix 4.8. The crystal temperature regulation

problem is considered in the following section in terms of the two-parameter

semigroup.

Remark 4.3.2. One can recall that the notion of the energy of a parabolic

PDE system is usually described by the eigenvalue spectrum. A unique transport-

phenomena associated with the spectral characteristic of the operator A(t) is

that the contribution of the domain motion is manifested in the eigenvalues

⇤
mn

(t) as the addition additional term in Eq.4.3.11 which has the features of

the kinetic energy associated with the boundary motion, i.e. E
k

= v(t)2/2

. The eigenvalues evolve over time as determined by the boundary velocity

and the eigenfunctions in the Eqs.4.3.12-4.3.13 depend on both the velocity

v(t) and length of the domain, l(t). One also notes that as the boundary

motion approaches zero, v(t) ! 0 and l(t) ! l
c

where l
c

is constant, the

eigenfunctions �
m

(r, ⇠, t) and  
n

(r, ⇠, t) and eigenvalues converge to those of

the standard parabolic PDE on a fixed spatial domain.
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4.4 Controller design

In this section, we consider the optimal control problem for the PDE system

given by Eq.4.2.2. Although in several works the boundary control problem

for nonautonomous systems of parabolic type has been explored within di↵er-

ent frameworks [16, 17, e.g.], in this work, we consider the approach to the

boundary control formulation which is proposed in [18].

4.4.1 Optimal boundary control formulation

The input u(t) 2 R is applied at r = 1 with function b(⇠
c

) = (1/2"
1

)�
[⇠c�"1,⇠c+"1](⇠),

"
1

> 0 on some finite interval [⇠
c

� "
1

, ⇠
c

+ "
1

] around the point ⇠
c

2 (0, l(t)).

The boundary control problem is converted to a distributed control problem

(inside the domain) by use of the Dirac delta function denoted �(r � 1). The

input operator B(t) is the linear and bounded, i.e. B(t) 2 L(R,Z) where:

B(t)u(t) :=

Z

⌦

b(⇠
c

)�(r � 1)�
mn

(r, ⇠, t)u(t)dr d⇠

=

Z

⌦

b(⇠
c

)�
mn

(1, ⇠, t)u(t)dr d⇠

(4.4.1)

The output measurement y(t) = C(t)z(t) is taken at the radial boundary r = 1

around the point z
o

2 (0, l(t)) and it is similarly defined as the function b(⇠).

The boundary control problem is then expressed as:

dz

dt
= A(t)z +B(t)u(t)

y(t) = C(t)z

(4.4.2)

In this form, we consider the finite-time horizon LQ-optimal state feedback

control problem for the system in Eq.4.4.2 which is based on the minimization
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of the cost functional:

J(z, u) =

Z

T

0

�

|C(⌧)z(⌧)|2 + |u(⌧)|2
�

d⌧ + hQz(T ), z(T )i (4.4.3)

for any initial state z
0

2 Z and weight Q 2 L(Z). The minimizing input is

denoted u
opt

(t) 2 L2([0, T );R) and is associated with the input penalty term

R 2 R and the optimal pair u
opt

(t) and z
opt

(t) are related by the feedback

formula:

u
opt

(t) = �R�1B⇤(t)⇧(t)z
opt

(t) (4.4.4)

The minimizing solution to Eq.4.4.3 is determined by the operator ⇧(t) 2 L(Z)

which is the unique nonnegative solution of the di↵erential Riccati equation:

⇧̇(t) + A⇤(t)⇧(t) + ⇧(t)A(t)

� ⇧(t)B(t)R�1B⇤(t)⇧(t) + C⇤(t)C(t) = 0
(4.4.5)

with ⇧(T ) = Q and where ⇧̇(t) is the derivative of ⇧(t) with respect to time

[19, 20, see,]. The mild form expression of the Eq.4.4.5 is given in terms of

U(t, s) as:

⇧(t)z = U⇤(T, t)QU(T, t)z +
R

T

t

U⇤(⌧, t)U(⌧, t)z d⌧

�
Z

T

t

U⇤(⌧, t)⇧(⌧)B(⌧)R�1B⇤(⌧)⇧(⌧)U(⌧, t)z d⌧

(4.4.6)

Solving the Eq.4.4.5 yields the optimal input umin

t2[0,T ]

and the optimal state

trajectory as the mild solution of the state feedback system dz/dt = (A(t) �
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B(t)R�1B⇤(t)⇧(t))z(t), 0  ⌧ < t  T , z(0) = z
0

which is expressed as:

z(t) =
1
X

m,n

e⇤mn(t)thz
0

, 
mn

(0)i�
mn

(t)

�
Z

t

0

U(t, ⌧)
1
X

m,n

B(t)R�1B⇤(t)⇧(t)hz(⌧), 
mn

(⌧)i�
mn

(⌧)d⌧

(4.4.7)

The numerical solution for the optimal input u
opt

can be determined by uti-

lizing the eigenfunctions in Eq.4.3.12-4.3.13 which form a orthonormal basis

of L2(⌦) at each t 2 [0, T ] in order to reduce the Eq.4.4.5 to an infinite di-

mensional system of quadratic equations which can then be solved. However,

implementation to a physical system requires truncation of terms in the op-

timal control law which is given as an infinite sum. The numerical approach

in the following section provides both the foundation to simulate the closed

loop PDE system in Eqs.4.2.2-4.2.3 and also an appropriate method to com-

pute the optimal stabilizing input based on the finite-dimensional di↵erential

matrix Riccati equation.

4.5 Numerical implementation

This section provides an overview of the numerical approach utilized to simu-

late the closed loop PDE system in Eqs.4.2.2-4.2.3. A more thorough treatment

of the Galerkin method pertaining to the variational form of the problem and

existence and uniqueness of solutions is omitted [21, 22, 23].

4.5.1 Galerkin approximation

In this section, we invoke the Galerkin method in order to approximate the

infinite-dimensional system representation of the PDE as a finite-dimensional
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problem by projection of the PDE onto a finite-dimensional vector space Z uti-

lizing the complete set of eigenfunctions in Eqs.4.3.12-4.3.13 which together

form an orthonormal basis of L2(⌦) at each time t 2 [0, T ]. Consider the

finite set of the first M eigenfunctions �
mn

(r, ⇠, t) with m,n = 1, . . . ,M ,

and note that by using the weight function w(⇠, t) = exp(�(v(t)/
0

)⇠), then

hw(⇠, t)�
mn

(r, ⇠, t),�
ps

(r, ⇠, t)i = �
mp

�
ns

. We assume a solution of the form:

z(r, ⇠, t) =
M

X

m,n=0

a
mn

(t)�
mn

(r, ⇠, t) (4.5.1)

where the coe�cients a
mn

(t) are to be determined. Restricting z(r, ⇠, t) to

the finite-dimensional space Z which is spanned by �
mn

(r, ⇠, t), then for each

t 2 [0, T ]:

Z

⌦

w(⇠, t)�
mn

(r, ⇠, t)z(r, ⇠, t)drd⇠

=
M

X

p,q=0

a
pq

(t)

Z

⌦

w(⇠, t)�
pq

(r, ⇠, t)�
mn

(r, ⇠, t)drd⇠

= a
mn

(t)�
mp

�
nq

(4.5.2)

with the indices p, q = 1, . . . ,M . The initial state is given by:

a
mn

(0) =

Z

⌦

�
mn

(r, ⇠, t)z
0

(r, ⇠)drd⇠ (4.5.3)

and the projection of the Eq.4.4.2 on Z yields the system of M ordinary

di↵erential equations:

da
mn

dt
= ⇤

mn

(t)a
mn

+ b
mn

(t)u(t) (4.5.4)
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where:

b
mn

(t) =

Z

⌦

b(⇠
c

)w(⇠, t)�
mn

(1, ⇠, t)�
mn

(r, ⇠, t)drd⇠ (4.5.5)

The problem of determining a su�ciently large M such that the dominant

dynamics of the PDE system may be captured in a finite set of M modes is

considered in several other works [24, 25].

4.5.2 Optimal control problem for coupled systems

As previously stated, the crystal temperature dynamics are coupled to the

domain motion through the boundary evolution at z = l(t) and the bound-

ary velocity v(t) which are determined by the mechanical pulling arm and

correspond to the states x
1

(t) and x
2

(t) in the Eq.4.5.6, respectively. The cou-

pling of the infinite-dimensional system and the finite-dimensional subsystem

is unidirectional since the crystal temperature does not a↵ect the boundary

motion. Therefore, one can consider the simultaneous stabilization of the do-

main motion and the crystal temperature regulation in the following setup.

The finite-dimensional state system representation of the Eq.4.2.1 which is

used to model the pulling arm subsystem dynamics is given by:

0

@

ẋ
1

ẋ
2

1

A =

0

@

0 1

�b
e

/m
s

�a
d

/m
s

1

A

0

@

x
1

x
2

1

A+

0

@

0

1/m
s

1

A f
mec

(4.5.6)

where x
1

(t) = l̃(t) and x
2

(t) = ˙̃l(t) = v(t) are the states of the system denoted

as:

ẋ = A
m

x+B
m

f
mec

(4.5.7)
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The optimal control input for each of the systems is then simultaneously de-

termined by augmenting Eq.4.5.4 with Eq.4.5.7 in the following setup:

0

@

ẋ

ȧ

1

A =

0

@

A
m

0

0 ⇤(t)

1

A

0

@

x

a

1

A+

0

@

B
m

0

0 b

1

A

0

@

f
mec

u

1

A (4.5.8)

which is represented by ẋ(t) = A
c

(t)x(t) + B
c

(t)F (t). The feedback control

law for the augmented system in Eq.4.5.8 is given by:

F
opt

(t) = �R�1

c

BT

c

⇧
c

x =

0

@

f
opt

(t)

u
opt

(t)

1

A (4.5.9)

where ⇧
c

is determined from the solution of the augmented finite-dimensional

di↵erential Riccati equation analogous to the Eq.4.4.5.

4.6 Simulation and results

In this section, the numerical simulation of the crystal temperature regulation

problem in the presence of the time-varying spatial domain is provided. We

consider the situation in which a perturbation has occurred in the crystal tem-

perature distribution which arises, for example, from fluctuations in the melt

environment. It is of interest to optimally stabilize the crystal temperature

around the nominal steady state distribution of z(r, ⇠, t) = 0 throughout the

crystal region which is approximated as an axisymmetric cylinder with radius

R
c

= 1 and initial length l(t = 0) = 3.5 where the moving boundary at ⇠ = l(t)

and boundary velocity of v(t) which are determined by the mechanical pulling

arm at ⇠ = 0 drawing the crystal from the melt. To demonstrate the regu-

lation of the crystal temperature in the presence of the time-varying spatial
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Figure 4.2: Domain length and boundary velocity evolution. Dimensionless
system parameters: m

s

= 0.75, a
e

= 1, b
d

= �2.5. Control parameters:
Q

m

= 0.5I
2⇥2

, R
m

= 1.5.

domain, the controller for the mechanical pulling arm is detuned such that

the domain growth is non-constant throughout the simulation and this point

is further discussed in the following section.

4.6.1 Crystal temperature regulation

To capture the dominant dynamics of the crystal temperature evolution, the

number of modes utilized was M = 10 for the finite-dimensional system repre-

sentation of the PDE as described in the Section 4.5.1 with spatial discretiza-

tion �r = 0.01 for [0  r  1] and �⇠ = 0.025 for [0  ⇠  3.5]. The total

simulation time of 250 time units t is representative of a physical processing

time of 8 minutes, or 1.92 seconds per time unit. The domain length and

boundary velocity evolution are shown in the Fig.4.2. The total change in

crystal length from t = 0 to t = 250 is approximately 0.21 units of length

which corresponds to a physical system growth of 0.67 cm based on an aver-

age crystal pull rate of 5.0 cm per hour [6]. From a practical point of view, the
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slow growth of the crystal is essential in preventing the occurrence of “necking”

which results in crystals of non-uniform diameter. Aggressive control action on

the crystal pull rate may also lead to undesirable instabilities in the meniscus

shape whereby the melt separates from the solidified crystal [2].

The initial deviation form for the temperature distribution of the crystal

is shown in the Fig.4.3 where the region on the side of the crystal-melt in-

terface at z = 3.5 is higher than on the side of the pulling arm at ⇠ = 0.

The optimal control law in Eq.4.5.9 was numerically determined utilizing the

first three modes of the finite-dimensional system representation of the PDE,

with control parameters Q(1, 1) = 10, Q(2, 2) = 1, Q(3, 3) = 0.0001 and

R = 0.005. This was done to yield a low dimensional controller and also to

prevent the peaking phenomena in the controller input to the system Suss-

mann.1991. The optimal feedback control u
opt

is calculated by solving the

analogous finite-dimensional form of the time-varying di↵erential Riccati equa-

tion in the Eq.4.4.5 at each time instance. The resulting input is applied at

the r = 1 boundary of the crystal in the region [0.2  ⇠
c

 l(t)] and the

output is measured at r = 1 and ⇠
o

= 2.5. The Figs.4.4-4.6 show the closed
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Figure 4.3: Initial deviation form for the temperature distribution of crystal
at t = 0. Crystal conductivity ratio 

0

= 0.39.
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loop system temperature distribution z(r, ⇠, t) of the crystal at six di↵erent

time instances: t = 5, 25, 50, 75, 100, 150 under the optimal control regulator.

One can again notice the temperature on the side of the crystal-melt interface

at ⇠ = l(t) is higher than on the side of the pulling arm at ⇠ = 0. At t = 5,

the temperature di↵erence between the highest and lowest regions within the

crystal is approximately 40 with the contours providing an indication of the

overall temperature gradient across the crystal regions throughout the process.

The temperature distribution becomes progressively uniform and stabilizes

around the nominal distribution z(r, ⇠, t) = 0 throughout almost the entire

time-dependent region with crystal length l(t) = 3.579 at the time t = 150.

The input profile generated by the optimal control scheme and the total system

energy evolution are shown in the following section with comparisons to simpler

control strategies.
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Figure 4.4: Crystal temperature distribution at t = 5 (Left) and at t = 25
(Right).



4.6. Simulation and results 143

l(t) = 3.510

3.0

2.0⇠

1.0

0.0

0.0 0.5 1.0
r

l(t) = 3.520

3.0

2.0⇠

1.0

0.0

0.0 0.5 1.0
r

-20

-15

-10

-5

0

5

10

15

20

Figure 4.5: Crystal temperature distribution at t = 50 (Left) and at t = 75
(Right).
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Figure 4.6: Crystal temperature distribution at t = 100 (Left) and at t = 150
(Right).

4.6.2 Comparison to fixed-gain controllers

To evaluate the performance of the optimal controller for the crystal tempera-

ture regulation problem, we consider the input and total energy profiles of the
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closed loop system as compared with two fixed-gain controllers. In contrast

to the optimal controller, with time-varying gain K
opt

(t) which is determined

from the solution of the di↵erential Riccati equation, the two low dimensional

modal based proportional controllers for the PDE system with time-invariant

gains are selected as: K
1

= (8 -1 -10); and K
2

= (1 -0.5 -1). Each of K
1

-20

0

20

40

60

80

100

120

0 50 100 150 200 250

u(t)

t

u
opt

u
K1

u
K2

Figure 4.7: Input profiles u
K1

(t), u
K2

(t), and u
opt

(t) applied to boundary of
the crystal.
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Figure 4.8: Total system energy profiles for closed loop systems under u
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(t), and u
opt

(t).



4.6. Simulation and results 145

and K
2

results in a control input u
K1

(t) and u
K2

(t). Each of the fixed-gain

controllers, where the rate of temperature regulation is fixed such that the

input evolution cannot be adjusted during the process, is not optimal, i.e. the

gains are not chosen from any model based control criteria to incorporate any

performance characteristics. The closed loop systems under each regulator

with inputs u
K1

(t) and u
K2

(t) are simulated under the same conditions as the

closed loop system under the optimal control law with input u
opt

(t).

The Fig.4.7 shows the input profiles u
K1

(t), u
K2

(t), and u
opt

(t). One can

notice that the input generated using the fixed-gain controller K
1

resulted in a

relatively more aggressive controller and highest initial input u(t) as compared

to each of K
opt

(t) and K
2

. The least aggressive controller K
2

generated the

input profile u
K2

(t). These results are consistent to what was expected due to

the choice of entries in the gain vectors K
1

and K
2

.

The total system energy profiles of the closed loop systems under each of

the controllers u
K1

(t), u
K2

(t), and u
opt

(t) is shown in the Fig.4.8. It can be

seen that aggressive controller resulted in the system initially being stabilized

to a lower total energy than both of the controllers K
1

and K
opt

(t). The least

aggressive controllerK
2

resulted in a total system energy profile which initially

increases even though the system is inherently dissipative. This phenomena

is due to the growth in the crystal domain from the melt which contributes

to the total system energy. In contrast, the optimal controller K
opt

(t), which

accounts for the crystal domain evolution, is less aggressive than the controller

K
1

, and results in the input profile shown in the Fig.4.7. The total system

energy profile for the optimal controller is initially greater than the profile

generated by the aggressive controller K
1

. At approximately t = 100 one can

see that the two profiles are essentially the same until the systems are each

stabilized to the zero distribution at approximately t = 250. One can notice
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that the optimal and time-varying control strategy with milder input profile

resulted in the same temperature regulation performance over the simulation

time-frame as the aggressive fixed-gain controller. These results suggests that

the optimal control law would be better suited as a temperature regulator

where it is undesirable to subject the crystal boundary to high temperature

inputs.

4.7 Conclusions

In this work, we considered the optimal control of the CZ crystal growth and

temperature regulation problem. The convection-di↵usion parabolic PDE pro-

cess model of the crystal temperature dynamics defined on the time-varying

spatial domain was derived from first principles continuum mechanics. The

domain evolution was described by a second order ODE model for the me-

chanical pulling arm subsystem which is unidirectionally coupled to the crystal

temperature dynamics. The representation of the parabolic PDE as a nonau-

tonomous operator on an infinite-dimensional space was developed and the

analytic expression and properties of the associated two-parameter semigroup

were presented. The optimal control problem for the time-varying system was

provided in terms of the two-parameter semigroup based on the LQR formula-

tion for infinite-dimensional time-varying systems theory. A numerical scheme

was provided to facilitate the realization of the control problem by approxima-

tion of the PDE s a finite-dimensional system. The optimal control problem

setup for the finite-dimensional representation of the PDE augmented with

the finite-dimensional subsystem for the mechanical pulling are was presented.

The numerical simulation of the CZ crystal growth process demonstrated the

regulation of the crystal temperature using the optimal control formulation
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developed in this work. A comparison of the optimal and time-varying regula-

tor performance to simple fixed-gain controllers showed the advantages of the

optimal control strategy.

4.8 Appendix

Formulation of the PDE model

The parabolic PDE of a material domain with moving boundary can be

derived directly from first-principles continuum mechanics [26, 27] and yields

a convection-di↵usion model which is consistent with the governing equations

of heat transfer which are utilized in previous works to describe the CZ crystal

temperature dynamics [5].

Let the simple body ⌦ ⇢ R3 with material points, ⇣ = (⇣
1

, ⇣
2

, ⇣
3

) 2 ⌦,

volume element dV and smooth boundary @⌦, denote the crystal body with

spatial points ⇠ = (⇠
1

, ⇠
2

, ⇠
3

) 2 R3 and volume element dv. Let ⌦
0

be the

initial configuration and ⌦
t

⇢ R3 be the configuration at time t 2 [0, T ]. The

regular motion of ⌦ is determined by the C1 mapping '
t

: ⌦ ! R3 such that

⇠ = '
t

(⇣) and ⌦
t

= '
t

(⌦), with C1 inverse, '�1

t

: '
t

(⌦
t

) ! ⌦. The material

velocity of the motion V : ⌦ ⇥ [0, T ] ! R3 is defined by:

V (⇣, t) = V

t

(⇣) =
@'

@t
(⇣, t) =

d

dt
'
⇣

(t) (4.8.1)

The spatial velocity of motion v : '
t

(⌦) ! R3 defines the spatial velocity

field v with relation v = V

t

� '�1

t

where � is the composition operator. The

regularity of the motion presumes that ⌦ is never divided or penetrated and the

continuous mapping '
t

allows one to describe the configuration of ⌦ at time

t 2 [0, T ] in terms of a fixed configuration by change of variables Marsden1983.
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We define the following standard identities: The Jacobian of '
t

(⇣) is

J(⇣, t) = det
⇣

@'

@⇣

⌘

with derivative @J

@t

= r · v J(⇣, t). Under the assumption

that mass is conserved, one obtains that D⇢

Dt

+⇢r ·v = 0, where D

Dt

= @

@t

+v ·r

is the material derivative operator.

The Transport Theorem which describes the rate of change of the crystal

temperature z in ⌦
t

with respect to time is given by:

d

dt

Z

't(⌦)

⇢(⇠, t)z(⇠, t)dv =
d

dt

Z

⌦

⇢('
t

, t)z('
t

, t)J(⇣, t) dV
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Z

⌦

✓
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, t)z('
t

, t)J(⇣, t)

+ ⇢('
t

, t)
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Dt
('

t

, t)J(⇣, t) + ⇢('
t

, t)z('
t

, t)
@J

@t
(⇣, t)

◆

dV

(4.8.2)

Using the identities and change of variables where the di↵erentiation and in-

tegration operations may be interchanged [27] we have:

d

dt

Z

't(⌦)

⇢(⇠, t)z(⇠, t)dv

=

Z

⌦

⇢('
t

, t)

✓

�z('
t

, t)r · v('
t

, t) +
@z

@t

+ v('
t

, t) ·rz('
t

, t) + z('
t

, t)r · v('
t

, t)

!

J(⇣, t)dV

=

Z

⌦

⇢('
t

, t)

 

@z

@t
('

t

, t) + v('
t

, t) ·rz('
t

, t)

!

J(⇣, t) dV

=

Z

't(⌦)

⇢(⇠, t)

✓

@z

@t
(⇠, t) + v(⇠, t) ·rz(⇠, t)

◆

dv

(4.8.3)

Then by the Conservation Law the total heat balance in the region is

expressed as d

dt

R

⌦t
⇢ zdv =

R

@⌦t
rz ·n ds, where  is the thermal conductivity
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constant, and n is the normal component of ds. Substitution of the Eq.4.8.3

yields the expression:

Z

⌦t

⇢(⇠, t)

✓

@z

@t
(⇠, t) + v(⇠, t) ·rz(⇠, t)

◆

dv =

Z

⌦t

r · rz(⇠, t)dv (4.8.4)

From a physical point of view of the CZ crystal growth process, the follow-

ing assumptions are made: The density of the solidified material at the crystal-

melt interface is equal to that of the preexisting crystal such that ⇢(⇠, t) = ⇢ is

constant. Secondly, the material growth is due to the motion of the boundary

at the crystal-melt interface whereby v(⇠, t) = v(t). Furthermore, one can

regard the element dv as the crystal regions itself which yields the di↵erential

form of the Eq.4.8.4:

⇢

✓

@z

@t
+ v(t) ·rz

◆

= r · rz (4.8.5)

whereby the Eq.4.8.5 is the PDE which descirbes the temperature dynamics

in the time-dependent spatial domain ⌦
t

where the domain deformation is due

to the motion of the boundary with velocity v(t). The scaling of the Eq.4.8.5

by the constant Peclet number, Pe, converts the PDE to the dimensional form

in the Eq.4.2.2 which describes the CZ crystal temperature dynamics [6, 14].

The temperature field across the crystal boundary in the axisymmetric

radial direction and at the side of the pulling arm is assumed to be zero-flux

[14]. The melt temperature z
m

is assumed to be a constant C and equal

to the crystal temperature at the melt-crystal interface boundary, i.e. z
m

=

z(r, l(t), t) = C at ⇠ = l(t) such that @z/@⇠ = 0 at z = l(t). Then the

boundary conditions imposed on the PDE are prescribed as in the Eq.4.2.3.
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Properties of U(t, s)

The property G1 is determined from the relation kU(t, s)k  exp
n

R

t

s

kA(⌧)kd⌧
o

which follows from the Contraction mapping principle where z(t) is a fixed

point associated with the homogeneous form of the initial value problem

[22]. By Gronwall’s inequality kU(t, s)z
0

k = kz(t)k  kz
0

k exp
⇣

R

t

s

kA(⌧)kd⌧
⌘

whereby U(t, s) is bounded [15].

The property G2 is determined as follows: Consider the family of eigen-

functions in the Eqs.4.3.12-4.3.13 with indices m,m0, n, n0 = 1, 2, . . . and

let h
mn

(t, s) = �
n

(t)t � �
n

(s)s � 
0

↵2

m

(t � s). One can note that the sets

{�
mn

(t)}
t2[0,T ]

and { 
m

0
n

0(t)}
t2[0,T ]

are pairwise orthonormal for each t 2 [0, T ]:

Z

⌦

�
mn

(r, ⇠, t) 
m

0
n

0(r, ⇠, t)drd⇠ =

8

>

<

>

:

1 m = m0 and n = n0

0 otherwise

The identity U(t, t) = I is easily deduced by inspection. It follows that for

z 2 L2(⌦) and 0  s  s⇤  t  T :

U(t, s⇤)U(s⇤, s)z

=
1
X

m,n=1

ehmn(t,s
⇤
)h

1
X

p,q=1

ehpq(s
⇤
,s)h z, 

pq

(s)i�
pq

(s⇤), 
mn

(s⇤)i�
mn

(t)

=
1
X

m,n=1

ehmn(t,s)h z, 
mn

(s)i�
mn

(t) = U(t, s)z
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The property G3 is verified by direct calculation with:

A(t)U(t, s) =
1
X

m,n=1

F
mn

(t)

⌧ 1
X

p,q=1

ehpq(t,s)h · , 
pq

(s)i�
pq

(t), 
mn

(t)

�

�
mn

(t)

=
1
X

m,n=1

F
mn

(t)ehmn(t)h · , 
mn

(s)i�
mn

(t)

The operator U(t, s) is di↵erentiable in t 2 [0, T ] and straightforward calcula-

tions yields:

@U(t, s)

@t
=

1
X

m,n=1

⇢✓

t
d

dt
�
n

(t) + �
n

(t)� 
0

↵2

m

◆

�(2)

n

(t)

+
@�(2)(t)

@t

�

ehmn(t,s)h · , 
n

(s)i�(1)

m

= A(t)U(t, s)

The derivative of U(t, s) with respect to s 2 [0, T ] is similarly determined.
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Chapter 5

Optimal boundary control of a
di↵usion-convection-reaction
PDE model with
time-dependent spatial domain:
Czochralski crystal growth
process

The material presented in this chapter has been published as the following:

[1] J. Ng and S. Dubljevic, “Optimal boundary control of a di↵usion

convection-reaction PDE model with time-dependent spatial domain:

Czochralski crystal growth process,” Chemical Engineering Science, vol.

67, no. 1, pp. 111-119, 2012.

5.1 Introduction

A large number of industrial processes such as metal casting, operating the

tubular and packed-bed reactors, metal or glass annealing and crystal growth,
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involve phase transitions, material deformation and chemical reactions. The

occurrence of these changes in the state, shape or other time-dependent mate-

rial property during its processing regime introduce complexities in the mod-

eling of the process dynamics. The first principle models arising from funda-

mental transport and balance principles usually yield the dissipative transport-

reaction models given by the parabolic partial di↵erential equations (PDEs)

with appropriately defined boundary conditions and domains [2, 3, 4]. In

many cases the transport-reaction models exhibits nonlinear dynamics due to,

for example, chemical reactions with Arrhenius type dependence on temper-

ature and/or concentration and which therefore introduces the complexity in

model description [5, 6]. In addition, for models of transport-reaction systems

defined on fixed spatial domains, the possible time-dependence of system pa-

rameters, for example catalyst deactivation, yields nonautonomous parabolic

evolution system representations of the PDE and induces significant math-

ematical complexity in the process characterization. Currently, the general

theory which treats time-varying parabolic PDEs is already well established

[7, 8, 9, 10], and it has been extended to distributed and boundary control

problems including linear quadratic regulator synthesis [11, 12, 13]. However,

only a relatively small number of contributions have considered the control of

PDEs defined on time-dependent spatial domain [14, 15, 16, 17, 18] like in the

case of Czochralski (CZ) crystal growth process in which the crystal is grown

by pulling out of the melt crucible, and also in the representative case of phase

transition problems modelled by Stefan model [19], which is suitable for de-

scribing processes such as the vertical Bridgman-Stockbarger crystal growth

method depicted in Fig.5.1.

In this chapter, we consider the CZ crystal growth problem in which the

type of material boundary motion considered arrises due to the pulling out
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of crystal motion and it is independent of the temperature and/or concentra-

tion profile at the the melt-solid phase interface and material regions itself.

However, the melt-solid interface boundary motion contributes to the under-

lying transport phenomena determining the true process dynamics. There-

fore, a thermal-capillary Czochralski (CZ) crystal growth method for single

crystal growth is representative physical system modeled as a moving bound-

ary problem and is one of the most important industrial process utilized for

the production of semiconductor materials for the microelectronics industry

[20, 21, 22, 23]. The CZ crystal growth process is a thermal-capillary method

whereby, large boules of single crystals, typically silicon (Si) and gallium ar-

senide (GaAs), are formed in a thermal environment through the action of a

mechanical pulling arm which draws a seed crystal from a pool of melt in a

heated crucible, and as the melt solidifies around the solid-melt interface, the

crystal is formed (see Fig.5.2 for general setup). The principle factors con-

tributing to the overall crystal quality include variations in the thermal fields

of the ambient and melt temperatures, and the crystal pull rate where fluctua-

tions in the crystal temperature distribution and the rate at which the crystal

cools can cause large thermoelastic stresses leading to defect and dislocation

generation [24]. One proposed method to realize the crystal temperature reg-

ulation is by distributed heat input allocated along the crystal domain by a

heat pipe which is inserted between the growing crystal and the crucible [23].

However, technical limitations may prohibit the e↵ective temperature regu-

lation by heaters along the domain. For example, at the initial stage of the

CZ process, the crystal seed is placed in the crucible below the level of an

encapsulant which prevents evaporation of the crystal melt from the crucible.
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Low temperature zone

Figure 5.1: The schematics of Bridgman-Stockbarger crystal growth method.

From an industrial processing point of view it is of interest to obtain the

desired temperature or concentration profile in the time varying region over

the course of the process in order to achieve the desired purity, structural and

metallurgical properties in the final product and to decrease overall production

cost. Therefore, we consider the optimal boundary control of a general class

of di↵usion-convection-reaction system defined on a time-dependent spatial

domain with moving boundary describing the CZ process. Although the main

motivation is to design the optimal boundary controller for the 2D Czochralski

crystal growth process, one may consider the proposed methodology design to

be applied to the general class of di↵usion-convection-reaction PDEs model

with time varying spatial domain, since the methodology provided in this

work allows for a broad number of processes to be treated (annealing type of

processes) within the proposed optimally boundary control framework.
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This chapter is organized as follows: Section 5.2 introduces the derivation

of the time varying parabolic PDE starting from the Conservation Law and

principles of Continuum mechanics , then the basic notation and definitions

from functional analysis necessary in describing the properties of the class of

PDE system with time varying domain and it’s subsequent representation as a

nonautonomous evolution system on an appropriately defined function space.

In Section 5.3 the boundary control formulation will be presented and applied

in the Section 5.4 in the context of the crystal temperature regulation problem

for the CZ crystal growth process with numerical simulation results included.

Finally, Section 5.5 concludes this chapter with a brief summary of results.

Formal proofs and definitions will be included in the Appendices.

5.2 Preliminaries

In this section, we formulate a model starting from basic dynamical equations

for continuum mechanics for the purpose of incorporating the time-dependent

evolution of the spatial domain into the model dynamics for the di↵usion-

reaction process. In particular, we utilize the Reynolds Transport Theorem in

ensuing model development. We also provide the notation and the functional

space setting associated with the time-varying parabolic PDE. While the def-

initions are purely formal and well known [25, Chapters 2-5] they enable us to

consider this class of PDE defined on a time-dependent spatial domain within

the context of standard infinite-dimensional systems theory. Then by using

the results of [26] and [10], the PDE properties relevant to the subsequent

abstract representation as a nonautonomous parabolic evolution system on an

infinite-dimensional function space will be included.
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5.2.1 Model formulation

Let denote a simple body ⌦ with material points, X = {X
1

, X
2

, X
3

} 2 ⌦,

volume element dV and smooth boundary @⌦, be an open subset in R3 with

spatial points ⇠ = {⇠
1

, ⇠
2

, ⇠
3

} 2 R3 and volume element dv. Let ⌦
0

be the

initial configuration and ⌦
t

⇢ R3 be the configuration at time t 2 [0, T ] ⇢ R,

so that simple motion (material velocity motion-deformation) from one body

configuration to another one can be described by introducing the following

well defined mapping.

Definition 5.2.1. The regular motion of ⌦ is determined by the continuous

mapping '
t

: ⌦ ! R3 such that z = '
t

(X) and ⌦
t

= '
t

(⌦), with continuous

inverse, '�1

t

: '
t

(⌦) ! ⌦. The material velocity of the motion V : ⌦ ! R3 is

defined by

V (X, t) = V

t

(X) =
@'

@t
(X, t) =

d

dt
'
X

(t) (5.2.1)

The spatial velocity of motion v : '
t

(⌦) ! R3 defines the spatial velocity field

v(⇠, t) with relation v(⇠, t) = V

t

� '�1

t

.

The regularity of the motion defined in Definition 5.2.1 presumes that

⌦ is never divided or penetrated. Moreover, Definition 5.2.1 gives that the

evolution of ⌦ is described by the semi-flow (t � 0) property. In other words,

there is a collection of maps '
t,s

such that for each s and z, the integral curve

of flow t 7! '
t,s

(X) is given by '
t,s

� '
s,r

= '
t+r

for all r, s, t, such that

the configuration ⌦
t

at time t 2 [0, T ] can be described in terms of a fixed

configuration by change of variables [2]. Utilizing these general results, the

Transport Theorem for a time-dependent spatial domain is given as follows.

Proposition 6. Let z(⇠, t) be the bounded and continuous function on ⌦ for

all t 2 [0, T ], and continuous on @⌦
t

, which represents the concentration or
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temperature. The rate of change of x with respect to time in ⌦
t

is expressed

as

C
p

d

dt

Z

⌦t

⇢(⇠, t)z(⇠, t)dv =

C
p

Z

⌦t

⇢(⇠, t)

 

@z

@t
(⇠, t) + v(⇠, t) ·rz(⇠, t)

!

dv

(5.2.2)

where the density ⇢ : ⌦
t

⇥[t
0

, t
f

] ! R is bounded C1(⌦
t

) and satisfies @⇢

@t

(⇠, t)+

r · ⇢(⇠, t)v(⇠, t) = 0, (conservation of mass), and the specific heat capacity C
p

is constant.

Proof. The Jacobian of '
t

(X) is the determinant of the deformation gradi-

ent, i.e. J(⇠, t) = det
�

@'

@X

(⇠, t)
�

and @J

@t

(⇠, t) = r · v(⇠, t) J(⇠, t). Under the

assumption that mass is conserved in ⌦
t

then D⇢

Dt

(⇠, t) + ⇢(⇠, t)r · v(⇠, t) = 0

where D(·)
Dt

= @
t

(·)+v ·r(·) is the material derivative operator, and by change

of variables

d

dt

Z

't(⌦)

⇢(⇠, t)z(⇠, t)dv =
d

dt

Z

⌦

⇢('
t

, t)z('
t

, t)J(⇠, t) dV

=

Z

⌦

✓

D⇢

Dt
('

t

, t)z('
t

, t)J(⇠, t) + ⇢('
t

, t)
Dz

Dt
('

t

, t)J(⇠, t)

+ ⇢('
t

, t)z('
t

, t)
@J

@t
(⇠, t)

◆

dV

=

Z

⌦

⇢('
t

, t)

 

@z

@t
('

t

, t) + v('
t

, t) ·rz('
t

, t)

!

J(⇠, t) dV

where ⌦ is fixed such that the di↵erentiation and integration operations may

be interchanged. Changing the variables back in terms of ⇠ gives the result in

Eq.5.2.2.
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Proposition 7. The PDE system describing the temperature dynamics z =

z(⇠, t) in a region ⌦
t

undergoing deformation along a velocity field v = v(⇠, t)

is given by

⇢C
p

@z

@t
= r · (rz)� ⇢C

p

v ·rz +Gz (5.2.3)

with initial condition z(⇠, 0) = z
0

and general boundary conditions:

rz = ⇢C
p

v · (z � z
B

) (5.2.4)

where  is the thermal conductivity constant, G = G(⇠, t) is a continuous

function which represents the linearized reaction-generation factor, z(⇠, 0) is

the initial temperature distribution, and rz(⇠, t) relates the flux over the

boundary to the di↵erence between z and the bulk temperature z
B

, which

gives the generalized boundary condition on @⌦
t

.

Proof. The Conservation Law describes the total heat balance in ⌦
t

as

C
p

d

dt

Z

⌦t

⇢(⇠, t)z(⇠, t)dv =

Z

@⌦t

rz(⇠, t) · ⌫ ds+
Z

⌦t

G(⇠, t)z(⇠, t)dv

where ⌫ is the normal component of ds. Substituting the expression in Eq.5.2.2

to the L.H.S. and the application of the divergence theorem for the integral

over @⌦
t

give Eq.5.2.3. The general boundary condition expression in Eq.5.2.4

similarly follows from the following expression for the total heat flux over @⌦
t

Z

@⌦t

rz(⇠, t) ds = C
p

Z

@⌦t

⇢(⇠, t)v(⇠, t) · (z(⇠, t)� z
B

) ds
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One can note in Eq.5.2.3 that the convective transport phenomena given

by

v ·rz =
d⇠

i

dt

@z
i

@⇠
j

, i, j = {1, 2, 3}

arises from the domain deformation [2], and vanishes if the motion of ⌦ is

isochronic, i.e. ⌦
t

is constant for all t 2 [0, T ] which is the case of the crystal

growth processes in which material coordinates are fixed and only boundary

undergoes motion. In the case when the boundary is time invariant, above ex-

pression leads to the well known expression of the reaction-di↵usion parabolic

PDE system with fixed domain since neither internal material points nor the

boundary undergo motion.

In general, one needs to introduce the most general type of boundary con-

ditions in the form of the Eq.5.2.4 in order to account for the transport of heat

or concentration across the boundary interface which impacts the temperature

or concentration inside the material region. Also, one might consider a com-

bination of boundary conditions which reflect the process setup, for example,

the presence of an encapsulation along a portion of the boundary. However, in

this work, we relax this restriction and consider the boundary conditions asso-

ciated with the Eq.5.2.3 to be of homogeneous Neumann type which represent

zero-flux across the boundary interfaces.

5.2.2 Notation and function space description

In this section, we introduce necessary functional space notations which will

enable the representation of the PDE system as an evolution type of equation

on a Banach space [25, 27, 28]. The primary motivation for this comes from

the necessity to define a single inner product space for which time dependent

operators and associated spatially dependent functions which also evolve in
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time, can be handled in consistent way.

A general Banach space is denoted as Z. If Y is a Banach space, L(Z,Y)

denotes the space of bounded linear operators T : Z ! Y and L(Z) =

L(Z,Z). The time index t is taken in the interval [0, T ] for notational conve-

nience. The spatial domain at some time t 2 [0, T ] is an open set of Rn and

will be denoted as ⌦ with smooth boundary @⌦. The largest time-dependent

spatial domain will be denoted as ⌦ with boundary @⌦ such that ⌦ ⇢ ⌦ for

all t 2 [0, T ] and the initial configuration is denoted by ⌦
0

. Spatial points

are denoted by z 2 ⌦. We use the notion of the function space imbedding

to generalize the inner product since ⌦ changes over time. In this way the

time-dependent functions and operators defined on ⌦ at each t 2 [0, T ] can be

considered by using the L2(⌦) inner product. The space of interest consists of

the functions having all derivatives up to order k continuous on ⌦ and Lp(⌦),

1  p < 1 denotes the set of all measurable functions � 2 C0(⌦) with

Z

⌦

|�(⇠)|pd⇠ < 1 and k�k
p

=

⇢

Z

⌦

|�(⇠)|pd⇠
�

1
p

where k�k
p

is the norm on Lp(⌦). Then the space formed by functions defined

on the time-varying spatial domain can be handled by use of the zero extension

[25, Chapters 2-5]. Consider the family of functions �(⇠, t) with members �(⇠)

defined for each t 2 [0, T ] and on the associated subdomain ⌦
t

⇢ ⌦. Then the

zero extension is given by

�(⇠, t) =

8

>

<

>

:

�(⇠) for z 2 ⌦
t

0 for z 2 ⌦c

t
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where ⌦c

t

⇢ ⌦ is the complement of ⌦
t

. Then Lp(⌦
t

) forms a family of

function spaces which are precompact and imbedded in L2(⌦). For arbitrary

subdomain, ⌦ ⇢ ⌦, we mean that Lp(⌦) ⇢ Lp(⌦). Then the inner product

h · , · i
L

2
(⌦)

of the functions �(⇠, t) 2 L2(⌦) and  (⇠, t) 2 L2(⌦) at some time

t 2 [0, T ] is given by

h�, i
L

2
(⌦)

=

Z

⌦

�(⇠, t) (⇠, t)d⇠ =

Z

⌦

�(⇠) (⇠)d⇠ +

Z

⌦

c

0 d⇠

Therefore, the above conditions provide a single inner product structure on

L2(⌦) which accounts for the time varying nature of the spatial domain and

avoids the use of inner product spaces defined for each t 2 [0, T ]. We also

denote the Hilbert space H1,2(⌦) and H2,2(⌦) with standard definitions and

only remark here that H1,2(⌦) and H2,2(⌦) are dense in L2(⌦) [25, 27, 28].

5.2.3 Parabolic PDE with time-dependent spatial do-

main

The initial and boundary value problem associated with Eq.5.2.3 is restated

in the following form

@z(⇠, t)

@t
= A(⇠, t)z(⇠, t) on ⌦ ⇥ [0, T ]

@z(⇠, t)

@⌫
= 0 on @⌦ ⇥ [0, T ],

z(⇠, 0) = z
0

(⇠) in ⌦
0

(5.2.5)

where the operator A(⇠, t) = 
s

r2�v·r+G
s

is the spatial operator of the PDE

which is defined on the time dependent domain ⌦ ⇢ ⌦, with 
s

= /(C
p

⇢) and

G
s

= G/(C
p

⇢). As previously mentioned, we consider homogeneous Neumann
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boundary conditions, where ⌫ is the outward normal component of @⌦ and

z
0

(⇠) is the initial condition. In this work, we restrict the operator A(⇠, t) to

the class of operators which are linear, and strongly elliptic at each t 2 [0, T ]

[28]. This conditions enables the representation of the initial and boundary

value problem in the Eq.5.2.5 as an initial value problem given by the nonau-

tonomous evolution system on the state space Z = L2(⌦) in the following

way.

First, we consider the family of linear operators A(t) associated with the do-

main D(A(t)) := H1,2(⌦)\H2,2(⌦). The operator A(t) : D(A(t)) ⇢ L2(⌦) !

L2(⌦) defines an unbounded linear operator on L2(⌦). For a state function

[z(t)]( · ) = z(⇠, t) with z(t) 2 D(A(t)) the operator A(t) is defined as

A(⇠, t)z = A(t)z (5.2.6)

Now we develop some of the technical aspects of the operator A(t) beginning

with the spectral properties. Let µ > 0 be a constant where G�µ  0 for each

t 2 [0, T ]. The operator A(t) is closed and densely defined and the resolvent

of A(t) defined as R
µ

(A(t), µ) = (A(t)� µ)�1 is compact. Then the resolvent

set of A(t), defined as ⇢(A(t)) := {� 2 C : (A(t) � �) is one to one (A(t) �

�)�1 : D ! D is bounded}, consists of � such that R
µ

(A(t), µ) is defined

and compact. Since A(t) satisfies assumption of strong elliptic property, the

spectrum of A(t), denoted �(A(t)) consists of isolated eigenvalues {�
n

}1
n=1

with finite multiplicity and no finite accumulation points [28]. This means

that the spectrum �(A(t)) is discrete for each t 2 [0, T ] and moreover, that

the eigenspace associated with a given eigenvalue is finite-dimensional. Denote

the projection on the nth eigenfunction as E
n

( · ) = h�
n

, · i�
n

where �
n

are the

set of eigenfunctions associated with �(t).
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We have that for all t 2 [0, T ] and z 2 D(A(t))

R
µ

(A(t), µ)z = (A(t)� µ)�1z =
X

n

(�
n

(t)� µ)�1E
n

(z)

 max
n

t2[0,T ]

(�
n

(t)� µ)�1

X

n

E
n

(z)

= max
n

t2[0,T ]

(�
n

(t)� µ)�1z

Then there exist positive constants M and k such that

k(A(t)� µ)�1k  M(µ� k)�1

It follows that there exists a sector

S
!

= {� 2 C : |arg�| < ⇡

2
+ !}/{0}, ! 2 (0, ⇡/2]

in the resolvent set ⇢(A(t)) in which the spectrum of A(t) is contained, i.e.

�(A(t)) ⇢ C/S
!

, which means that A(t) is a sectorial operator. Moreover,

{0} /2 �(A(t)) so that the operator A(t) has bounded inverse, i.e. A(t)�1  L

for constant L > 0.

We have established some properties of the nonautonomous parabolic op-

erator A(t) on time-independent spatial domains [26] which provides that for

each t 2 [0, T ] the operator A(t) is the infinitesimal generator of an analytic

semigroup on L2(⌦) and that A(t) is the infinitesimal generator of a family

of analytic semigroups of bounded linear operators on L2(⌦). The initial and

boundary value problem in Eq.5.2.5 is restated as the initial value problem

given by the nonautonomous evolution system on the state space Z = L2(⌦)

dz(t)

dt
= A(t)z(t), z(s) = z

s

(5.2.7)
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for 0  s < t  T and where z
0

2 L2(⌦) is the initial condition. The

solution of the Eq.5.2.7 can be represented by way of the following Theorem

[26, Chapter 5, Theorem 6.1, Theorem 6.8].

Theorem 5.2.2. The operator A(t) with domain D(A(t)) is dense in L2(⌦)

and independent of t 2 [0, T ], gives that for every 0  s < t  T and

z(s) 2 L2(⌦
s

), there exists a unique solution of the initial value problem in

the Eq.5.2.7 expressed as

z(t) = U(t, s)z
s

, for 0  s  t  T (5.2.8)

where U(t, s), 0  s < t  T , is a two parameter evolution operator.

The operator U(t, s) can be explicitly determined, but its construction

is not essential in this work, however by using the operator U(t, s) one can

define the input driven solution to the Eq.5.2.7 in terms of the two-parameter

evolutionary system as

z(t) = U(t, s)z
s

+

Z

t

s

U(t, ⌧)u(⌧)d⌧, for 0  s  t  T (5.2.9)

5.3 Optimal boundary controller synthesis

We consider the boundary control problem for the PDE system in which the

boundary conditions in the Eq.5.2.5 are replaced with

@z

@⌫
= u(t) on @⌦ ⇥ [0, T ] (5.3.1)

where the continuous function u(t) is the manipulated input at the domain’s

boundary. In contrast to the case of distributed control, i.e. control within
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the spatial domain, the application of control to the boundary requires some

additional modifications to the original system. This is also motivated by

consideration of more realistic two dimensional crystal growth process in which

one rarely can consider the process model with the distributed actuation since

the process has inherently boundary applied actuation.

5.3.1 System representation

The formulations proposed in [29] and [30] are explored and utilized in find-

ing a transformation which enables the representation of the boundary control

problem as a distributed control problem. To this end, we consider the follow-

ing linear system on the state space Z = L2(⌦) for each t 2 [0, T ]:

dz(t)

dt
= A(t)z(t)

Bu(t) = u(t)

(5.3.2)

The operator A is closed on Z, and the boundary operator B : Z ! R is

linear with D(A) ✓ D(B). It is assumed that the function b(⇠, t) is exists

such that for all u(t) and Bu(t) 2 D(A) we have,

Bb(⇠, t)u(t) = u(t) (5.3.3)

We introduce the transformation p(t) = z(t) � b(t)u(t) which leads to the

following system,

dp(t)

dt
= A(t)p(t) + (A(t)b(t))u(t)� b(t)u̇(t)

p(0) = p
0

2 D(A)

(5.3.4)
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where the function u̇(t) = du(t)/dt is the time derivative of the input. The

associated operator A(t) is defined on the state space Z such that:

D(A(t)) = {z 2 D(A(t))/Bz = 0} (5.3.5)

and

A(t)z = A(t)z in D(A(t)) (5.3.6)

The conditions assumed are that A(t) is an infinitesimal generator of a family

of strongly continuous semigroup for each t 2 [0, T ] and that the operators

b(⇠, t) and A(t)b(⇠, t) are bounded and continuous on s  ⌧  T such that the

Eq.5.3.4 has the unique solution:

p(t) = U(t, s)p
0

�
Z

t

s

U(t, ⌧)b(⌧) u̇(⌧)d⌧ +

Z

t

s

U(t, ⌧)(A(⌧)b(⌧))u(⌧)d⌧

(5.3.7)

where for 0  s  t  T the operator U(t, s) is the two parameter evolution

operator from the Eq.5.2.8. The solution of the system in the Eq.5.3.2 takes

the form:

z(t) = p(t) + b(t)u(t) (5.3.8)

where z
0

= p
0

+ b(0)u(0) is the initial condition of the Eq.5.3.2. Then the

original boundary control problem can be then represented as a distributed

control problem by the following system on the extended state space R� Z,

dpe(t)

dt
=

0

@

0 0

A(t)b(t) A(t)

1

A pe(t) +

0

@

1

�b(t)

1

Aue(t) (5.3.9)
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where the state and the input are given by:

pe(t) =

0

@

u(t)

p(t)

1

A , pe(0) =

0

@

u(0)

p(0)

1

A , and ue(t) =
du(t)

dt
(5.3.10)

We represent the abstract boundary control system representation in the Eq.5.3.9

as:
dpe(t)

dt
= Ae(t)pe(t) + Be(t)ue(t) (5.3.11)

and one can notice that the time derivative of u(t) appears as the input to the

system in the Eq.5.3.11 which corresponds to integral feedback of the state

z(t) by the input and is expressed as:

ue =

*

0

@

h

g

1

A ,

0

@

u(t)

p(t)

1

A

+

R�Z

= hu(t) + h g , p(t)iZ (5.3.12)

where h 2 R, g 2 Z such that (h g)T 2 R� Z.

5.3.2 Linear Quadratic Regulator synthesis

In order to obtain a stabilizing feedback regulator for above boundary control

formulation, we consider the following quadratic optimization problem,

min
u

e

Z

T

0

�

|Qpe(⌧)|2 + |Rue(⌧)|2
�

d⌧ + hQpe(T ), pe(T )i

subject to

dpe(t)

dt
= Ae(t)pe(t) + Be(t)ue(t)

(5.3.13)

where pe(t) and ue(t) are the input and state defined in the Eq.5.3.10, [31]

and pe(0) 2 R � Z. The input is minimized over all possible controls ue(t)
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subject to the di↵erential constraint given by the boundary control system.

The operator Q 2 L(R� Z) is self-adjoint and nonnegative and R 2 L(R) is

coercive, where Q is the state weight operator, R is the input penalty operator.

Since A(t) generates a C
0

-semigroup on L2(⌦) for all t 2 [0, T ] which gives

the state evolution in the Eq.5.3.7, the optimization problem in the Eq.5.3.13

has the continuous and unique minimizing solution ue(t) given by the feedback

formula

ue

min

(t) = �R�1(Be(t))T⇧(t)pe
min

(t) (5.3.14)

where the operator ⇧(t) 2 L(R � Z) is the strongly continuous, self adjoint,

nonegative solution of the di↵erential Riccati equation

⇧̇(t) + (Ae)⇤⇧(t) + ⇧(t)Ae � ⇧(t)Be(t)(Be(t))T⇧(t) +Q = 0 (5.3.15)

with final value ⇧(T ) = ⇧
0

, where (Ae)⇤ is the conjugate transpose of Ae

[30, 31].

5.4 Application of optimal boundary control

to CZ crystal growth process

In this section, we apply the abstract results of in the previous section to

the 2D representation of the Czochralski (CZ) crystal temperature boundary

control problem which is depicted in the Fig.5.2. The spatial domain ⌦ is

considered as an axisymmetric region with radius R = 1, time-dependent

length l(t), and the spatial points are denoted r 2 [0, 1] and z 2 [0, l(t)] where

l(t) is continuous and bounded with maximum length L. The temperature

dynamics are governed by the PDE system in the Eq.5.2.3 with G = 0 and
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dl(t)/dt = v

⇠

(t) is the boundary velocity at l(t). The resulting PDE expression

coincides with the CZ crystal temperature model utilized by [21, 22]

Pe
@z

@t
= r · 

r

rz � Pev
⇠

(t)
@z

@⇠
(5.4.1)

where the Peclet number Pe = ⇢C
p

v
0

R
c

/
s

is a dimensionless variable deter-

mined by the parameters v
0

, R
c

, 
s

and 
r

which are positive constants and

denote the nominal growth rate, crucible radius, regional thermal conductiv-

ity and crystal thermal conductivity ratio, respectively. For this example, the

boundary velocity v

⇠

(t) of the crystal region is due to the action of a mechan-

ical pulling arm which draws the crystal from a melt and the spatial domain

grows as the melt solidifies at the melt-crystal interface. Therefore, given an

initial temperature perturbation in the crystal region ⌦
0

at t = 0, we wish to

optimally stabilize the temperature distribution in the time-dependent spatial

domain ⌦ around some nominal profile using the control formulation the Sec-

tion 5.3.2. The temperature z(r, ⇠, t) governed by the PDE in the Eq.5.4.1 is

in deviation form such that the stabilized temperature will be z(r, ⇠, t) = 0

throughout all ⌦ at some time t 2 (0, T ].

5.4.1 Eigenfunctions and eigenvalues

The operator of the PDE in Eq.5.4.1 takes the form of the general operator con-

sidered in the Eq.5.2.5 with A(⇠, t) = A(r, ⇠, t). For smooth function �(r, ⇠, t),

the associated operator linear operator A(t) on the state space Z = L2(⌦) is

expressed in cylindrical coordinates as

A(t)� =
1

r

@

@r

✓


0

r
@�

@r

◆

+ 
0

@2�

@⇠2
� v

⇠

(t)
@�

@⇠
(5.4.2)
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@⌦|
r=0

@⌦|
r=R

@⌦|
⇠=0

@⌦|
⇠=l(t)

l(t)

R

�v

⇠

(t)

z(r, ⇠, t)

(zone interface)

u(t)

(heat source)

Figure 5.2: Cutaway of general process diagram of axisymmetric cylindri-
cal slab with radius R, length l(t), and temperature distribution z(r, ⇠, t) for
(r, ⇠) 2 ⌦ at time t 2 [0, T ]. The spatial domain time-dependence is due to the
change in the boundary at @⌦|

⇠=l(t)

which is moving with velocity v

⇠

(t). The
temperature distribution of the slab is controlled by heat input u(t) applied
to the boundary at @⌦|

r=R

.

with 
0

= 
s

/Pe. For each t 2 [0, T ], we consider the eigenvalue problem

A(t)�(r, ⇠, t) = �(t)�(r, ⇠, t) subject to the set of homogeneous Neumann

boundary conditions

@�

@z
(r, 0, t) = 0,

@�

@z
(r, l(t), t) = 0 (5.4.3)

@�

@r
(0, ⇠, t) = 0,

@�

@r
(1, ⇠, t) = 0 (5.4.4)
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The Eq.5.4.2 is separable and subject to the boundary conditions in the

Eq.5.4.3 yields the family of time-dependent eigenfunctions �(1)

m

(⇠, t) with

m 2 N

�(1)

m

(⇠, t) =

B
m

(t)e
1
2

�1
0 v⇠(t)⇠

✓

cos

✓

m⇡

l(t)
⇠

◆

� 1

2
�1

0

v

⇠

(t)

(m⇡/l(t))
sin

✓

m⇡

l(t)
⇠

◆◆

(5.4.5)

The coe�cients

B
m

(t) =

s

2

l(t)

 

1 +

✓

v

⇠

(t)

2
0

(m⇡/l(t))

◆

2

!� 1
2

(5.4.6)

orthonormalize �
n

(⇠, t) with respect to the adjoint eigenfunctions  (1)

m

(⇠, t)

determined as

 (1)

m

(⇠, t) = e�

�1
0 v⇠(t)⇠�(1)

m

(⇠, t) (5.4.7)

At each t 2 [0, T ], the set of adjoint eigenfunctions  
m

are associated with

the eigenvalue problem A⇤(t) (r, ⇠, t) = �(t) (r, ⇠, t) with imposed boundary

conditions in the Eqs.5.4.4-5.4.3, where the adjoint operator A⇤(t) is given by

A⇤(t) =
1

r

@

@r

✓


0

r
@ 

@r

◆

+ 
0

@2 

@⇠2
+ v

⇠

(t)
@ 

@⇠
(5.4.8)

Subject to the boundary conditions in the Eq.5.4.4, the eigenfunctions in r 2

[0, R] for all t 2 [0, T ] and n 2 N are given in terms of Bessel functions J
p

of
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the first kind and pth order, and are determined as

�(2)

n

(r) =

p
2

J
0

(↵
n

)
J
0

(↵
n

r)

↵
0

= 0, ↵
1

= 3.83, ↵
2

= 7.016, ↵
3

= 10.173,

↵
4

= 13.323, ↵
5

= 16.471, ↵
6

= 19.616, . . .

(5.4.9)

with adjoints  (2)

n

(r) = r�
(2)

n

(r). The coe�cients ↵
n

are the nth zeros of J
1

type Bessel functions which are readily available from appropriate tables, and

both of �(2)

n

and the corresponding adjoints  (2)

n

are of class C1(0, 1).

The time-dependent eigenvalues associated with �(r, ⇠, t) and  (r, ⇠, t) are

determined as

�
mn

(t) = �
0

(

✓

m⇡

l(t)

◆

2

+ ↵2

n

)

� 1

2
�1

0

v

⇠

(t)2

2
(5.4.10)

One can note that the eigenvalues in the Eq.5.4.10 are real and negative for

all t 2 [0, T ] so that the spectrum �(A(t)), which is the same as �(A⇤(t)), is

discrete and lies in the left half-plane of C, with {0} /2 �(A(t)) for v
⇠

(t) 6= 0,

and the eigenspaces are one dimensional. Then the growth bound !
0

2 R is

given by

!
0

= sup
m,n�1,t2[0,T ]

Re(�
mn

(t)) < 0 (5.4.11)

and the PDE in the Eq.5.4.1 is dissipative. Moreover, the operator A(t) in

the Eq.5.4.2, is the infinitesimal generator of a family of stable C
0

-semigroups

(and similarly the same holds for the adjoint operator A⇤(t) in the Eq.5.4.8).

Remark 5.4.1. In order to clarify the notation with respect to the application

considered in this Section 5.4 we note the following. For z(r, ⇠) 2 L2(⌦) and

length l(t) at time t 2 [0, T ], the inner product with the eigenfunction �(r, ⇠, t)
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is given by

h z , � i =

Z

L

0

Z

1

0

z(r, ⇠)�(1)(⇠, t)�(2)(r)drd⇠

=

8

>

>

<

>

>

:

Z

l(t)

0

Z

1

0

z(r, ⇠)�(1)(⇠)�(2)(r)drd⇠, for (r, ⇠) 2 ⌦

0 for (r, ⇠) 2 ⌦c

(5.4.12)

due to the definition of functions defined on the time-dependent spatial domain

in the Section 5.2. Also, since �(1)

m

and �
(2)

n

are orthogonal to  (1)

i

and  
(2)

j

,

respectively, we have that

h�
mn

,  
ij

i =

8

<

:

1 if m = n = i = j

0 otherwise
(5.4.13)

and denote this relation h�
mn

,  
ij

i = �
mn

. Then for each t 2 [0, T ], the

projection of the operator A(t) and A⇤(t) on to the eigenspaces formed by the

basis functions �
m

and  
n

is given as the following

hA(t)�
m

(r, ⇠, t), 
n

(r, ⇠, t)i = �
nn

(t) (5.4.14)

5.4.2 The optimal boundary control problem synthesis

The control input u(t) is applied to the crystal boundary at R = 1 as depicted

in the Fig.5.2 and one needs to determine the necessary functions to transform

the system in the boundary control problem. Therefore, the boundary condi-

tions in the Eq.5.4.4 are modified to include the input and are then prescribed
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by the following

@z

@r
(0, ⇠, t) = 0,

@z

@r
(1, ⇠, t) = u(t) (5.4.15)

For each t 2 [0, T ], the operator A(t) is defined as

A(t)� :=
1

r

@

@r

✓


0

r
@�

@r

◆

+ 
0

@2�

@⇠2
� v

⇠

(t)
@�

@⇠
(5.4.16)

with the domain

D(A(t)) =

⇢

� 2 L2(⌦) : �,
@�

@r
,
@�

@⇠
are a.c., ,

@2�

@r2
,
@2�

@⇠2
2 L2(⌦),

and
@�

@r
(0, ⇠, t) = 0,

@�

@⇠
(r, 0, t) = 0,

@�

@⇠
(r, l(t), t) = 0

�

(5.4.17)

where a.c. means absolutely continuous. The boundary operatorB : L2(⌦) !

R is defined as

B� :=
@�

@r
(1, ⇠, t), D(B) = D(A) (5.4.18)

The function b is selected as b(r, ⇠, t) = 1

2

r2 � 3

2

l(t)⇠2 + ⇠3 which satisfies the

relation Bbu(t) = u(t) with b(r, ⇠, t) 2 D(A(t)). By using the transformation

p(t) = z(t) � bu(t), the Eq.5.3.4 and the operator A(t)� = A(t)� is obtained

with domain in the Eq.5.3.5 defined as

D(A(t)) = D(A(t)) \ ker(B)

=

⇢

� 2 L2(⌦) : �,
@�

@r
,
@�

@⇠
are a.c.,

@2�

@r2
,
@2�

@⇠2
2 L2(⌦), and

@�

@r
(0, ⇠, t) = 0,

@�

@r
(1, ⇠, t) = 0,

@�

@⇠
(r, 0, t) = 0,

@�

@⇠
(r, l(t), t) = 0

�

(5.4.19)
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Finally, the boundary control system representation in the Eq.5.3.1 is then

obtained as the following:

dpe(t)

dt
=

0

@

0 0

A(t)b A(t)

1

A

0

@

u(t)

p(t)

1

A+

0

@

1

�b

1

A u̇(t) (5.4.20)

Remark 5.4.2. In this example the process model for the crystal temperature

distribution is dissipative since generation terms are not present in the PDE

system given in the Eq.5.4.1. The control objective becomes one of stability

enhancement and to achieve or maintain a desired nominal temperature dis-

tribution in order to avoid the proliferation of crystal defects, for example,

due to thermoelastic stresses as discussed in the introduction. Other control

design features, such as the problem of optimal actuator placement [32, 33], as

well as the optimization problem in the presence of prescribed input and state

constraints [34], can be incorporated into the boundary control framework

presented in this work.

5.4.3 Numerical implementation

We apply the Galerkin method in order to simulate the temperature dynamics

governed by the PDE in the Eq.5.4.1 defined on the time-dependent spatial

domain ⌦
t

which has also been utilized by [14] to prove existence of solutions to

the nonhomogeneous form of the Eq.5.2.5. In this approach, we seek solutions

of the Eq.5.2.5 in the form of

z
n

(t) =
1
X

n=1

a
n

(t)�
n

(⇠, t) (5.4.21)
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where �
n

(⇠, t) = {�
1

(t), . . . ,�
n

(t), . . . } form a time-dependent countable basis

of L2(⌦) for each t 2 [0, T ].

The coe�cients a
n

(t) = {a
1

(t), . . . , a
n

(t), . . . } are determined from the

projection of the system on L2(⌦) at each t 2 [0, T ]

hdz
dt

,�
n

(t)i = hA(t)�
n

(t),�
n

(t)i+ hu(t),�
n

(t)i (5.4.22)

where u(t) 2 L2(⌦) is some nonhomogeneous function. For our particular sys-

tem, one obvious choice is for �
n

(⇠, t) is the set of orthogonalized eigenfunctions

�(r, ⇠, t) and  (r, ⇠, t) in the Section 5.4.1 such that the system in the Eq.5.2.7

is reduced to a system of ordinary di↵erential equations. The Galerkin approx-

imations of solutions take a finite set of the first N basis functions which span

a finite-dimensional time-dependent vector space H. The number of modes

N is chosen to provide a balance between numerical accuracy and computa-

tional e�ciency. The boundary control system representation in the Eq.5.4.20

is determined as
dp̃(t)

dt
= Ãe(t)p̃(t) + B̃eu̇(t) (5.4.23)

where p̃(t) = (u(t) a
1

(t) . . . a
n

(t))T , Ãe =
⇣

0 0

˜A(t)b(r,⇠) ˜

A(t)

⌘

and B̃e = (1 B̃)T ,

with Ã(t)b(r, ⇠) = hÃ(t)b(r, ⇠),�(r, ⇠, t)i and

B̃
n

= h�(1
2

r2 � 3

2

l(t)⇠2 + ⇠3),�
n

(r, ⇠, t)i as vectors of size N ⇥ 1, and Ã(t)

is the N ⇥ N diagonal matrix with elements as the finite set of the first N

eigenvalues in the Eq.5.4.10. One can note that the control law developed

in the Section 5.3.2 is based on the solution of the operator Riccati equation

on the infinite-dimensional state space Z. Even though an analytic solution

of this equation can be determined, the resulting expression contains an in-

finite number of terms which is not suitable in practical applications. Other
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works have considered related approaches to developing finite-dimensional reg-

ulators for infinite-dimensional systems [35, 36]. In our present case, we use

the finite-dimensional system representation determined in this section such

that the controller synthesis then takes on the finite-dimensional form of the

optimization problem in the Eq.5.3.13 where operator ⇧(t) in the Eq.5.3.14

is calculated as the solution to the analogous di↵erential matrix Riccati equa-

tion at each time instance and we assume full state feedback. The structure of

the extended state system in the Eq.5.4.23 plays a role in the choice of state

weights in the finite-dimensional control parameter Q̃e =
�

Q11 0

0 QNN

�

which is

typically taken with only positive entries along its main diagonal. In particu-

lar, the first entry Q̃
11

influences the first state of the extended state system

p̃
1

= u(t) and therefore acts as the input penalty term to the extended state

system.

5.4.4 Simulation results

We follow the procedure described in the previous section and utilize the set

of N = 10 time-dependent eigenfunctions determined in the Section 5.4.1

to approximate the original PDE system. Increasing this number of modes

showed no significant change in the simulation results which indicates that

the chosen value of N is su�cient in capturing the dominant dynamics of

the system. The control parameter Q̃ is taken with a weight on the states

Q̃
NN

= 10 I
10⇥10

and the input penalty term is taken as Q
11

= 0.1. The

Table 5.1 contains numerical and physical process model parameters for the

Czochralski crystal growth method used in the simulated process model [23].
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The domain length l(t) and boundary velocity v

⇠

(t) evolution are shown in

the Fig.5.3. In this case, the crystal length is increasing at the corresponding

velocity so the spatial domain is growing during the entire simulation. The in-

put profile u(t) generated by the finite-dimensional version of the optimization

problem in the Eq.5.3.13 for the system in the Eq.5.4.20 is shown in Fig.5.4,

which is applied to the boundary at the crystal boundary at r = 1 and dis-

tributed along the crystal length l(t). As previously mentioned, the crystal is

formed in a thermal environment and one method of control actuation pro-

posed in [23] is via a heating source placed along the crystal length. The input

is interpreted from a physical point of view as a change from a nominal heater

temperature u
nominal

which implies adjusting the input accordingly.

Table 5.1: Table of physical and numerical parameters

Parameter Value Dimensionless

value

Ambient temperature, z
ref

1430 K† 0

Heater temperature, u
nominal

1935 K† 0

Crystal temperature, z - z

Length, l(t = 0) 10.95 cm† 2.64

Peclet number, Pe - 0.1

Scaled conductivity, 
s

- 0.025

Time scale, t 8.3 min 100

Sampling time, dt 5 samples/s 1

Spatial discretization, r, ⇠ - 200, 600
† Parameters obtained from [23].
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Figure 5.3: Crystal length l(t) and boundary velocity v
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(t) evolution.
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The closed loop system crystal temperature distributions for (r, ⇠) 2 [0, 1]⇥

[0, l(t)] at the time-instances t = 0, t = 5, t = 20 and t = 50 are shown in

the Figs.5.6-5.7. From the input profile, it can be seen that the controller

response converges towards zero which corresponds to the stabilization of the

crystal temperature to the nominal zero distribution which can be seen from

the Figs.5.6-5.7 where the range of the distribution is significant less in the

second set of plots than the initial distribution. The overall temperature profile

is captured in the plot of the total energy of the system which is shown in

the Fig.5.5. The total energy of the open loop system with no input u(t)

applied at the boundary is also depicted alongside the closed loop temperature

profile in the Fig.5.5. The closed loop system shows a faster convergence

to the nominal temperature distribution than the open loop system which

clearly demonstrates that the derived controller is e↵ective in enhancing the

stability of the system in the time-dependent region, through boundary control

actuation.
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Figure 5.5: Total system energy for closed and open loop systems.
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Figure 5.6: (Left) Initial crystal temperature distribution at t = 0. (Right)
Temperature distribution at t = 5.
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5.5 Summary

This chapter considered the control problem with boundary actuation for a

class of di↵usion-convection-reaction process modelled by parabolic PDEs de-

fined on time-dependent spatial domains where the change in the spatial do-

main is due to the time-evolution of the boundary. The properties of the PDE

spatial operator were discussed which enabled the representation of the PDE

as a nonautonomous parabolic evolution system on an appropriately defined

function space. The transformation of this parabolic system into a boundary

control problem facilitated the synthesis of a feedback regulator based on a

quadratic minimization scheme. The Czochralski crystal growth process with

2D crystal temperature regulation problem was considered as an illustrative

example and the proposed controller formulation was applied. The numerical

results of the simulated system demonstrated the stabilization of the tempera-

ture distribution in the time-dependent crystal region by the optimal feedback

regulator through the boundary control actuation.
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Chapter 6

Conclusions and Future Work

Parabolic PDEs are used as models of transport-reaction phenomena in a va-

riety of di↵erent industrial chemical and materials engineering processes, and

can provide precise descriptions of process variables with complex temporal

and spatially dependent system dynamics which are unattainable alternative

modelling methodologies. The analysis of these models provides a fundamen-

tal basis for both the understanding the process dynamics and also the design

and implementation of control schemes. While a comprehensive approach to

model based control synthesis for PDEs is yet to be developed, there are sev-

eral frameworks which are applicable to a large number of problems. One

such framework is infinite-dimensional systems control theory which provides

a convenient method of control design for parabolic PDEs. However, there

are obstacles in the application of this approach which have also hindered the

adoption and application in mainstream industrial settings. The issues re-

lated to analysis and control synthesis for already complex PDE initial and

boundary value problems which often contain nonlinear or time-varying pa-

rameters terms, are further compounded by the inherently abstract nature of

the infinite-dimensional systems approach which relies heavily on functional

analytic methods. The feasible application of such control designs including
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the formulation of the boundary control problem, output feedback, optimal-

ity, late lumping and the numerical realization of the system, are required to

at least demonstrate the practicality of the design. One of the underlying

themes of this thesis was to maintain a balance between the abstract nature

of the general framework utilized in the analysis control synthesis and the

applications to relevant industrial systems. Moreover, new methods are re-

quired in considering the application to particular classes of parabolic PDE

systems. A systematic treatment and realization within this framework is pro-

vided for two general classes of control problems: 1) The optimal boundary

control of unstable parabolic PDEs with nonautonomous and nonhomogeneous

infinite-dimensional system representation; and 2) the optimal distributed and

boundary control of parabolic PDEs on time-varying spatial domains with

nonautonomous infinite-dimensional system representation. These two classes

of problems were presented in the context of a Li-ion battery temperature

regulation problem, and the feedback control of a class of convection-di↵usion

process in the context of the CZ crystal temperature stabilization problem.

6.1 Conclusions

A methodology to handle the output feedback boundary control of a class of

unstable parabolic PDEs with nonautonomous and nonhomogeneous infinite-

dimensional system representations was developed in Chapter 2 in the context

of a Li-ion battery thermal regulation problem. The parabolic PDE model

of the battery temperature dynamics is characterized by the presence of a

time varying state related heat generation term, and a time varying non state

related (non homogeneous) heat generation term which are sources of the dy-

namical instability of the system. To represent physical limitations in the
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control system setup, the input was restricted along a portion of the domain

boundary, and the sensor locations were specified only on small regions within

the spatial domain itself. The state-feedback boundary control problem was

represented by a nonautonomous infinite-dimensional system utilizing an ex-

act boundary control transformation. The observer based optimal boundary

control design was considered where the separation principle was utilized to

demonstrate the stability of the closed loop time-varying system. Determina-

tion of the input profile was based on the infinite-dimensional LQR quadratic

minimization problem, and required solving both a time-varying di↵erential

Riccati equation related to the state evolution, and an auxiliary di↵erential

Riccati equation related to the time-evolution of the non-state related heat

generation term. The output feedback control problem was realized using a

state measurement and temperature field interpolation methodology, and nu-

merical results for simulation case studies demonstrated the stabilization of the

temperature field by boundary control actuation utilizing di↵erent controller

tuning designs and limitations in the sensor placements.

In Chapters 3-5, a methodology to handle the state feedback optimal dis-

tributed and boundary problems for a class of parabolic PDEs defined on time-

varying spatial domains was developed within the context of the CZ crystal

temperature stabilization problem. The distinguishing features of this class of

PDE are the presence of a time-dependent convective-transport term which is

associated with the time-evolution of the spatial domain boundary, and the

definition of the PDE on a time-varying spatial domain. In the context of the

CZ crystal growth process, the change in the spatial domain was due to the

motion a mechanical pulling arm such that the dynamics of the mechanical
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subsystem, together with the dynamics of crystal temperature, were repre-

sented by a unidirectionally coupled ODE and PDE system. The represen-

tation of the convection-di↵usion PDE as an infinite-dimensional system was

accomplished through the development of a nested-spatial domain approach

which provide the basis for the definition of an appropriate function space

setting in which the control problems can be considered within the infinite-

dimensional systems framework. These concepts were detailed in Chapter 3

along with an introduction to the model formulation for PDEs defined on time-

varying spatial domains from the first principles continuum mechanics. The

optimal distributed control problem was considered for the PDE model posed

on a 1-dimensional time-varying spatial domain and the numerical realization

was provided. Chapter 4 considered the boundary control problem where the

PDE model of the CZ crystal temperature is posed on a 2-dimensional time-

varying spatial domain with dynamics coupled with those of the mechanical

subsystem. The optimal control problem setup for the PDE coupled with the

finite-dimensional subsystem is presented, and numerical results demonstrate

the stabilization of the crystal temperature distribution in the time-varying

spatial domain. Chapter 5 also considers the boundary control of the CZ crys-

tal temperature on a 2-dimensional time-varying spatial domain but utilized

an exact transformation of the PDE into an infinite-dimensional boundary con-

trol system. The LQR optimal control synthesis for the infinite-dimensional

system and finite-dimensional subsystem were provided and numerical results

demonstrated the stabilization of the crystal temperature distribution.
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6.2 Future Work

This thesis was based on a series of papers [1, 2, 3, 4] which developed a

set of methodologies devoted to the optimal distributed and boundary con-

trol problems for two important classes of transport-reaction systems mod-

elled by parabolic PDEs within the context of two representative processes.

Partial and preliminary results in each chapter can also be found in [5, 6,

7, 8, 9, 10]. In each work the feedback control designs were provided by

considering the nonautonomous infinite-dimensional system representations of

the PDE systems and the related infinite-dimensional LQR quadratic mini-

mization problems. However, there remain many open questions regarding

fundamental mathematical control issues in practical applications of infinite-

dimensional systems theory for including exponential stability, stabilizability,

and detectability conditions especially for nonautonomous and boundary con-

trol problems.

At present, there are very few results and examples on these subjects in

addition to the associated controllability and observability conditions for prac-

tical problems. Some preliminary work is provided by the [11, 12] but the

formalization of these notions and their application to physical systems has

yet to be completed. A parallel branch of applied mathematical control theory

considers discrete time infinite-dimensional systems [13, 14, 15, 16].

This area has important implications in the development of late lumping

control methods for discretized PDE systems. One other extremely impor-

tant are is the development of Model Predictive Control (MPC) strategies

for nonautonomous infinite-dimensional systems as an extension of the cele-

brated works for finite-dimensional linear systems [17, 18, 19]. Preliminary

work which considers the MPC formulation for the CZ crystal temperature
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stabilization problem within the context of this thesis can be found in [20]

along with a realization of the problem on a 2-dimensional spatial domain

with state and input constraints [21]. Some recent results on MPC for PDEs

in general can also be found in [22, 23, 24, 25].
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